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Abstract—Economic Load Dispatch (ELD) is the most inherent
necessity in power system operation to minimize the cost as well
as the accomplishment of load demand abundantly. The main
purpose of ELD is to satisfy load demand with the minimization
of cost. Distinct techniques have been used for resolving the ELD
problem. This paper introduces a robust and effective technique
named Artificial Eco System Optimization (AEO) Algorithm to
solve ELD. AEO is a population-based optimizer stimulated by
the flow of energy into the Earth’s ecosystem. This algorithm
shows three distinct functions of living organisms, including
production, consumption, and decomposition. By accomplishing
three operator producer, consumer, and decomposer whole
algorithm works and balances between the exploitation and the
exploration phases of the technique. For solving the ELD problem,
AEO has been implemented on multiple test systems with an
account of different restrictions and AEO has given better results
than different several novels, previous and hybrid optimization
techniques. The outcomes confirm the robustness, expediency,
effectiveness, and efficacy of AEO in terms of computational time
and vicinity to the global optimum solution.

1. INTRODUCTION

Economical Load Dispatch (ELD) is a usual problem in the
domain of power system optimization. The ELD serves the
load demand by allotting a particular generation to each gener-
ator with an account of various physical and operational con-
straints. The main purpose of ELD is to minimize the
generation cost of power in the plant. Despite that, it also helps
to make the system more reliable by dealing with multiple
constraints.

For solving ELD problem by assuming linear increasing
cost function, several classical optimization methods such
as quadratic programming [1], Dynamic Programming [2],
Linear Programming [3], gradient method [4], Lagrangian
relaxation [5], Hopfield framework [6] are used success-
fully. But the problem with the classical way is that it
tends to converge more toward local optima and then
begins to diverge from the global optimal solution.
Dynamic programming has its limitation such as more
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programming efforts needed because of large dimensions
requirements. As the ELD problem comes with inclusion
various constraints and restriction (non-linear equations)
such as non-smooth cost function, ramp rate limit, and dis-
continues prohibited operating zone classical methods fails
to achieve the global optimum solution. Also due to non-
linear characteristics of the ELD classical method trapped
in local minima and fails to achieve the global solution.
So, it becomes a necessity to come out from the disadvan-
tages of classical methods and develop an optimization
method that can move directly toward a globally optimal
solution without trapping into local minima. With the rise
of computational intelligence and efficient computers many
heuristics and meta-heuristics optimization techniques are
discovered such as improvise version of very well-known
Genetic Algorithm [7], group search based optimization
technique such as Search Group Optimization (SGO) [8],
Back Tracking Search Algorithm [9,10], Hybrid Version
Particle Swarm Optimization With Mutation [11], Bacterial
Forge Optimization [12],Combination of three techniques
including Particle swarm, Gravitational search with fuzzy
logic [13], modified version of linear programming such as
mixed-integer linear programming [14], optimization tech-
niques based on mathematical functions like Sine Cosine
Algorithm [15], Differential evaluation with multi popula-
tion [16], organism based algorithm like A Modified
Symbiotic Organisms Search [17], chemical reaction based
technique such as Real Coded Chemical Reaction
Optimization =~ with ~ Oppositional  approach  [18],
Optimization method based on bird behavior Cuckoo
Search Algorithm [19], Swarm Base Optimization [20],
Crisscross Search Method [21], Jaya Algorithm with self-
adaptive approach [22], Water Inspired Algorithm [23],
Two-phase mixed integer programming [24], nature
inspired Tree Root Based Optimization [25], market based
optimization link Exchange Market Algorithm [26],
Teaching And Learning Inspired Method [27], probability
based approach wusing Artificial Bee Colony [28],
Differential Evolutionary Algorithm with multiple mutation
[29], Gray Wolf Optimization (GWO) [30], Evolutionary
Approach For Particle Swarm Optimization (EPSO) [31],
Evolutionary Programming (EP) [32], Evolutionary
Approach With Density Enhancement [33], another variety
of PSO Phasor Particle Swarm Optimization (PPSO) [34],
Gravitational Search Optimization [35], optimization
method based on Lightning Flash [36], Multiple strategies
based Orthogonal Design Particle Swarm Optimizer [37],
chaotic approach toward BAT algorithm [38], Molecule

Based Optimization [39], Immune Algorithm [40],
Oppositional Approach For Weed Optimization [41],
Turbulence Based Water Optimization [42], Ameliorated
Gray Wolf Optimization [43], Teaching And Learning
Exercise Based Technique [44], Chemical Reaction Based
Technique [45], Group Leader Optimization [46], Salp
Swarm Optimization [47] All above set of techniques are
inclusion of novel, previous, hybrid, evolutionary, multi
population, multi mutation and many more. Use of opti-
mization methods other than electrical engineering is also
noticeable like the use of learning machine technique pre-
dict moment rotation for the precast beam to column con-
nection [48], Metaheuristic Optimization Algorithms for
optimal active control of structures and its comparative
analysis [49], UML diagrams for dynamical monitoring of
rail vehicles [50], Moment-rotation estimation of steel rack
connection using extreme learning machine [51].

All mentioned techniques have all their conveniences and
prejudice, but some of them have a problem with local
minima it can easily divert toward local minima. Some
hybrid and modified techniques are complicated to under-
stand also. So, it becomes essential to use a novel powerful
method for solving Economical Load Dispatch. In this paper
novel Artificial Eco System [34] technique is used for solv-
ing Economical Load Dispatch. AEO is mainly motivated by
energy flow in Earth’s Eco System. AEO mimics the produc-
tion, consumption, and decomposition behaviors of living
organisms. Another important thing about AEO is a param-
eter-free algorithm. In this paper, AEO is used to solve the
ELD problem on various complex test systems.

Section 2 of the paper presents a concise description
and mathematical formulation of various types of ELD
problems. Section 3 explains the proposed AEO algorithm.
Simulation studies are shown and discussed in Section 4.
The conclusion is drawn in Section 5.

2. PROBLEM FORMULATION

The ELD problem can be explained as a convex and non-
convex problem with the inclusion of linear and nonlinear
constraints. The objective function for the ELD problem in
the quadratic cost function

Cr = min (Z X+ YPi+ Z,»P%> M

For the application of realistic and practical ELD prob-
lems, the smooth quadratic price function has been
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Case 1 2 3 4 5 6
No. of 10 13 15 38 40 110
generator
units
Input data [7] [13] [9] [29] [32] [41]
Total demand | 2700 2520 2630 6000 10500 15000
(MW)
Valve point Yes No No No Yes No
loading
Ramp rate No No Yes No No No
Prohibited No No Yes No No No
operating
zone
Transmission No Yes Yes No No No
loss
Multi fuel Yes No No No No No
option
TABLE 1. Details of test systems.
Generator output
Fuel
Unit type AEO SGO [8] BSA [9]
1 2 218.087158  217.0407  218.5777
2 1 211.901553  211.8944  211.2153
3 1 283.683701  281.6792  279.5619
4 3 239.686989  238.2056  239.5024
5 1 277.098481  279.8321  279.9724
6 3 240.198181  239.2547  241.1174
7 1 286.783891  290.2798  289.7965
8 3 240.089756  240.2228  240.5785
9 3 426.529535 4255958  426.8873
10 1 275940755  275.9942  272.7907
Fuel 623.885662  623.9170  623.9016
Cost($/hr.)

TABLE 2. Power output of 10 generator units for test case 1.
(Power demand: 2700 MW).

modified by adding input-output curves of sine terms with
a valve point effect. The ELD cost function based on the
valve-point effect is given below:

n
X, + YiPi + Z;P}+ )
i=1 |kprsin{ Cyx(P1" — P;)}|

Cr = min

P; is power generation of unit i, X;,Y;,Z;, Ci,k; are fuel
cost constants of i generator and 7 is the number of gen-

erators of a power plant. For each generator unit, the

maximum and minimum limit is specified that limit should
not be disrupted to avoid instability of the entire system.

Plr_naximum S Pi S Plr_ninimum (3)

With consideration of equality constraint equation (4) and
(5) is below,

Z P, =Py 4
i=1

> Pi—Pg—Pipss =0 ()
i=1
In Eq. (4), the transmission losses have been ignored and
Eq. (5) is with the consideration of transmission loss. P, is the
total power demand and P is the total transmission loss,
which can be calculated using the coefficient of B-matrix.

P = 27:1 Z;:l PiB Py + Z:;l BoiP; + Boo  (6)

By considering another constraint named ramp rate
limit. Ramp rate limit constraint is essential to enhance the
life of the generator. A sudden change of generation at
some instance may lead to huge load to generator and it is
harmful to the generator. So, Power generation change
should be restricted and it should be within the specified
upper and lower values. For this upper ramp rate limit
(Ugr;) and lower ramp rate limit (Lg;;) are shown below:

P; — Py < Ugy; (as generation rises) (7)

Py — P; < Lgy; (as generation falls) ®)
max(P"™, Py — Lgr;) < min(P"™, Py + Ugr,;) )

P,y is the power generation of i™ previous interval Ug;;
and LRLi
respectively.
Prohibited operating zone (POZ) is the range of gen-
erator output power where the operation creates turbine

are upper ramp limit lower ramp limit

shaft vibrations occurs. Normally, such vibrations occur
at the point of opening or closing of the steam valve,
which can damage the shaft and bearings. It is challeng-
ing to determine POZ with actual operational records.
Operations in such regions are normally evaded.
P < PSP
1
Pl <Pi<Pl (10)
Pl <P < P

k represents the number of operating zones of i unit, Pf k
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Randomly initialize the ecosystem matrix (Xi) and Calculate the fitness function and
assume it as best solution.

iteration count=1

Update each individual from the population matrix using equations (15) and Calculate the
fitness function based on updated value of population matrix obtained from previous step.

l

Update the best solution of fitness function by comparing fitness function obtain by
previous step and best solution so far and Create a random number b € [0, 1].

Iteration =
Iteration +1

1/3 < number

Update the best solution of fitness
function by comparing fitness function
obtain by previous step and best solution
so far.

Herbivore process will
start.Update the solution  [—»
using equation (21)

Update the best solution of fitness
function by comparing fitness function
obtain by previous step and best solution
so far.

Omnivore process will
start.Update the solution using [-»
equation (22).

1/3 <number
<23

Carnivore process will Update the best solution of fitness
start.Update the solution using || function by comparing fitness function ||
equation (23) obtain by previous step and best

solution so far.

number >
2/3

using equation (24).

!

Update the best solution of fitness function by comparing fitness function obtain by previous step
and best solution so far and Compare the obtained solution with best solution so far and update it.

Decomposition starts and updates the value of each individual in population matrix

NO

If
iteration=Itermax

FIGURE 1. Flowchart for AEO.

and P, | is lower and upper limit respectively is the total
number of operating zones for " unit.

The systems with n number of generators have P; fuel
options for every unit. So, the cost function can be rede-
signed as

Fip(Er) = Xip + Yp + ZpP? + leyp

X sin{_ﬁp X (p;_;in —Pi>}’;

p= 1,2,3..., Nf

(11)

The calculation for slack generation is also an import-
ant aspect of the ELD problem. If n is the number of
units then calculate generation output subject to balance
and capacity constraints for n—1 generator units. So, the
Power level of the slack generator(n) is given by:

E;— zn:Ei =E,
i=1

Ed + Eloss - ZEi = En

i=1

Ej,ss is subject to (6). Modified (13) as below,

(12)

(13)

n—1 n—1
BuvPy+ Eu(23 ) Bui+ Y Bo 1) + (B

+ Z::ll Z;":ll LiByE; + Z::ll BoiEi — ::11 E;
+ By)
=0

(14)

3. ARTIFICIAL ECO-SYSTEM BASED
OPTIMIZATION (AEO)

AEO [52] is population-based, inspired by flow energy in
ecosystem techniques. Overall AEO works based on three
operators Production, Consumption, Decomposition. Each
operator has its role in the algorithm. Production will bal-
ance exploration and exploitation. Consumption will
enhance exploration. Decomposition will improve exploit-
ation. Eco System population has three kinds of organism
producer, consumer, decomposer. Producers and decompos-
ers are only one in the population. Other individuals are
consumers, consumers are divided into three types carni-
vore, herbivore, omnivore. The energy level of each popu-
lation is evaluated by fitness function or objective function
value. Detailed explanation with pseudo-code of AEO is
mentioned in [52]. In this study, the authors described the
algorithm with the flowchart in Figure 1.
Mainly AEO can be divided into three processes.

3.1.

The producer is individual in Eco system it will generate

Production

food energy with carbon dioxide, water, and sunlight as
well as nutrition provided by decomposers. Process of pro-
duction assists AEO to produce individual solutions drift-
ing from randomly generated position to best position with
the increase in iteration. This process will also guide the
consumption process further. This behavior contributes
greatly to the balance between the explorative and exploit-
ative search. The mathematical model for production,

Xl(t+ 1) = (1 - a)Xn(t) +aXrand (15)
a= <1 —%)rl (16)
Xogna =1r(U—L)+L (17)

Where n is the size of the population. 7 is the maximum iter-
ations, U and L is the upper and lower bound limit. In Eq.
(15) a is the weight coefficient. »; is a random number
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FIGURE 2. Convergence characteristics for test case 1.
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FIGURE 3. Comparison of minimum fuel cost with differ-
ent algorithms (A-IGA-MU [12], B- CBPSO-RVM [11], C-
SGO [8]. D- BSA [9], E- AEO).

between 0 to 1. r is the random vector between 0 to 1. X, .4
is the position of the individual which is produced randomly
in search space. X;(t+ 1) is the previous equation.

3.2. Consumption

After the producer accomplishes production operator all the
consumers will act on the consumption factor. Each con-
sumer may eat producer or consumer with lower energy
even it can eat both. Herbivore can eat producer only.
Similar way Carnivore can eat only consumers with higher
energy levels and omnivore can eat producers and consum-
ers both. The consumption process allows AEO to update
the solution of an individual concerning the solution pro-
vided by the producer or the solution of the randomly
chosen individual with a higher energy level, or both. The

[0
0 L=
A

Algorithms

FIGURE 4. Change in Percentage deviation concerning
other optimization techniques (A-AEO, B- BSA [9], C-
SGO [8], D- CBPSO RVM [11], E- IGA MU [12]).

random number b € [0, 1] is going to be created. If b is
lesser than 1/3 then the performance of Herbivore can be
done. If the value of b lies within 1/3 to 2/3 performance
of consumption can be occur using the Omnivore proced-
ure. If the value of b is exceeding 2/3 then the Carnivore
process can be performed. This process will enhance the
exploration process. Consumption factor,

C=2n/In) (1)
v, ~N(0, 1) (19)
vy ~N(0, 1) (20)

N (0, 1) is a normal distribution with mean = 0 and the
standard deviation = 1. Herbivore: If the consumer is ran-
domly chosen herbivore, Herbivore eats only producer. The
mathematical model is shown below:

Xi(t+1) = X:(t) + Cx (X;(r) — X;(t)),

€2, , 1) 2D

Carnivore: If the consumer is randomly chosen a carni-
vore, Carnivore can eat only consumers with higher energy
levels. Equation modeling is as below,

Xi(t+ 1) = X:(1) + Cx(Xi(1) — X;(2)),

i€[2,..,n); j=randi([2 i —1]) (22)

Omnivore: If a consumer is randomly chosen omnivore, it
can eat both a consumer with a higher energy level ran-
domly and producer.
Xi(t+ 1) = Xi(t) + Cx(rax(Xi(1) — X1(1) + (1 = r2) (Xi(1) — Xi(1));
i=3,..n j=randil2 i—1]
(23)
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Number of
Minimum fuel Maximum fuel Average fuel hits to Standard
Method cost ($/hr.) cost ($/hr.) cost ($/hr.) Simulation time best solution deviation
AEO 623.8856 623.8856 623.8856 0.40 50 0
SGO [8] 623.9170 625.5478 623.9170 0.51 49 NA
BSA [9] 623.9016 624.0838 623.9757 NA NA NA
CBPSO- 623.9588 624.2930 624.0816 NA NA NA
RVM [11]
IGA-MU [12] 624.5178 630.8705 625.8692 NA NA NA
TABLE 3. Comparison of the result obtained by AEO and other techniques for test case 1.
power output of the generators for the ELD problem. For the
Generator output initializations, choose the number of generator units n and the
Unit AEO SCA [15]  F-MLP [14] total number of population matrix, PopSize. The complete popu-
lation matrix is represented in the form of the following matrix.
1 628.318405 628.3179 628.318530 . . . . .
) 209.198640  299.1992 299 199300 Population ecosystem is shown in matrix form as below:
3 297.447763  297.4468  299.199300 Xi = [X1, Xo.oooos Xpopsice]
4 159.732882 159.7327 159.733100
S 159.732945  159.7327 159.733100 For the ELD problem above matrix will be as below:
6 159.732810 159.7328 159.733100
7 159.733154  159.7331 159.733100 X =[Py, Py....,Py); n= number of generators
8 159.732762 159.7325 159.733100
9 159.732888 159.7328 159.733100
10 77.397909 77.3995 77.399912 3.4.2. Initialization of the Population Matrix. Each element
11 114.799627  114.7993 113.49589 of the population matrix is initialized randomly within the
12 92.399962 92.3997 92.399912 ffecti | fi limits. The initializati .
13 92399872 92,4000 92399912 effective real power opera 1ng imits. The ini ?a 1.za ion is
Total Power 2559.8000  2559.8000 2560.811356 based on (3) for generators without ramp rate limits, based
Generate (MW) on (3), (9) for generators with ramp rate limits, and based
Total Loss (MW) 39.8000 39.8000  40.811358 on (3), (9), (10) for generators with ramp rate limits and
Fuel Cost($/hr.) 24512.6073 24512.6085 24,515.2258

TABLE 4. The power output of 13 generator units for test case
1. (Power demand: 2520 MW).

3.3. Decomposition

Decomposition is a very vital process in terms of the func-
tioning of an ecosystem, and it provides the required
nutrients for the growth of the producer. D is the decom-
position factor where e and 4 are weight co-efficient.

Xi(t+ 1) = X, (1) + Dx(exX, (1) — hXi (1)),

i=1, .. N 24
D=3u, u ~ N(0,1) (25)
e = ryxrandi ([1 2])—1 (26)
h=2x*r;—1 27

3.4. Solution of ELD using AEO Algorithm

3.4.1. Representation of Population Matrix (X). Since the
individual population set for the AEO is considered as the real

prohibited operating zone.

3.4.3. Evaluation of Objective Function. In the case of the
ELD problems, the objective function of each population
matrix is represented by the minimization of total fuel cost
with the inclusion of all generators. of that given popula-
tion set matrix. Total fuel cost is calculated using (1) for
the system having quadratic fuel cost characteristic; using

(2) for the system having a valve-point effect; and using

(11) for the system having multi-fuel type fuel cost charac-

teristic. The steps of the algorithm to solve the ELD prob-

lems are given as follows:

Step 1: For initialization, choose the number of generator
units, n; the number of populations set, PopSize; Specify
the maximum and minimum capacity of each generator,
power demand, and B coefficients matrix for calculation
of transmission loss. Set the maximum number of
iterations, Itermax.

Step 2: Finalize each element of the given population
matrix (X) should satisfy the equality constraint of (5)
according to concept slack generator (12), (13).
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Number of
Minimum Maximum Average Simulation hits to Standard
Method fuel cost fuel cost fuel cost time (s) best solution deviation
AEO 24512.6073 24512.6073 24512.6073 0.035 50 0
F-MLP [14] 24,515.2258 NA NA 4.24 NA NA
SCA [15] 24512.6085 24512.6085 24512.6085 0.041 50 NA
MPDE [16] 24514.8756 24514.8756 24514.8756 5 NA NA
MSOS [17] 24,515.2258 24,515.2258 24,515.2258 2.6535 NA NA
ORCCRO [18] 24513.91 2451391 24513.91 0.04 50 NA
MCSA [19] 24514.8756 24514.8756 24514.8756 12.80 NA NA
TABLE 5. Comparison of a result obtained by AEO and other techniques for test case 2.
x10*
25 0.012
0.0107
—_ = 0.010 0.0107
- 2 0.0093
= < 0.008 0.0093
#2.48 B e
2 2 0.0053
= 0.004
= 2.46 S
32 0.002 | o 0
-
= 0.000 “—w—i
2.44 . . . . A B C D E F G
0 100 200 300 400 500 Algorithms
Iterations FIGURE 7. Change in Percentage deviation concerning
FIGURE 5. Convergence characteristics for test case 2. other optimization techniques (A-AEO, B- SCA [15], C-
ORCCRO [18], D- MPDE [16], E- MCSA [19], F- FMLP
[14], G- MSOS [17]).
~ 24516
= 24,515.2
5 _iS g 24,514.88 solution based on objective function obtain from each
&, 24515 |, 4,515.23 m—n initialized population matrix.
*g 24,51 4.88\ Step 4: Based on the objective functign values i.dentify the
Apm
S 24514 |} - 3 iehtg population se.t. Here, the elite term is used .to
~ 24,513.91 o 1gdlcate the population of generator power outputs, which
d=) " give the best fuel cost.
= 24513 24.512.61 by Step 5: Performance of Production: Update each individual
e —a from the population matrix using Eq. (15) of production.
24512 L ! L ! L ! Calculate  the  objective  function value  after

A B C D E F G
Algorithms

FIGURE 6. Comparison of minimum fuel cost with differ-

ent algorithms (A-F-MLP [14], B-MSOS [17]. C- MPDE

[16], D- MCSA [19], E- ORCCRO [18]. F- SCA [15].
G- AEO).

Step 3: Calculate the objective function value for each
population matrix. Initially, it is considered as the best

performing production

Step 6: Update population matrix by comparing objective
function obtained from production best solution obtain
so far.

Step 7: Performance of consumption: Create a random
number b € [0, 1]. If b is lesser than 1/3 then the
performance of Herbivore can be done using Eq. (21). If
the value of b lies within 1/3 to 2/3 performance of
consumption can be occur using the Omnivore procedure
according to Eq. (22). If the value of b is exceeded 2/3
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Power output

Jaya
Unit AEO ESSA [20] SML[22]
1 455.0000 454.9995 454.9999
2 380.0000 379.9996 380.0000
3 130.0000 130.0000 130.0000
4 130.0000 130.0000 130.0000
5 170.0000 170.0000 170.0000
6 460.0000 460.0000 460.0000
7 430.0000 430.0000 430.0000
8 71.429134 70.1478 71.4456
9 58.596355 60.2593 59.3587
10 160.000000 159.9599 160.0000
11 80.000000 79.9996 79.9997
12 80.000000 79.9999 80.0000
13 25.000000 25.0007 25.0000
14 15.000000 15.0000 15.0000
15 15.000000 15.0009 15.0000
Total power 2660 2660 2660.8039
generated (MW)
Total loss (MW) 30.000 30.3679 30.8039
Fuel cost ($/hr.) 32697.2819  32701.21 32706.3587

TABLE 6. Schedule of generation for test case 3 with 15
generators and power demand 2630 MW.

Step 9: Decomposition performance: Decomposition starts
and updates the value of each individual in the population
matrix using Eq. (24). Calculate the objective function of
the individual after performing the decomposition process.

Step 10: Compare the objective function obtained from
step 9 with the best solution so far.

Step 11: Go to step 5 for the next iteration. Terminate the
process after a predefined number of iterations, Iter,,,,.

4. SIMULATION AND RESULTS

Since the proposed algorithm is based on an artificial eco-

system it is essential to check relative effectiveness with

the application. To prove the effectiveness of the AEO, six
sets of experiments were conducted and the final results
were compared both in form of a Table 1 and graphically
to the various existing methods.

Details of all Test Cases:

e For Test Case-1, a total of 10 generating units,
2700 MW demand have been taken with consideration of
Valve point Loading and Multi-fuel option.

e  For Test Case-2 total of 13 generating units, 2520 MW
demand have been taken with consideration of
Transmission loss.

then the Carnivore process can be performed using Eq. °
(23). Calculate the fitness of each individual after

performing the consumption process
Step 8: Update the best solution by comparing the

For Test Case-3 total of 15 generating units, 2630 MW
demand has been taken with consideration of Ramp
rate  limit, Prohibited operating zone, and
Transmission loss.

objective function ~which is obtained from the o  For Test Case-4 total of 38 generating units, 6000 MW
consumption process and step 3. demand has been taken without any constraints.
Number of
hits to the best
Minimum Maximum Average Simulation solution Standard

Method fuel cost fuel cost fuel cost time (s) (50 trials) deviation
AEO 32697.2819 32697.9898 32697.3102 0.62 48 0.13592
SGO [8] 32697.2819 32698.1574 32697.3344 0.75 47 NA
BSA [9] 32704.4504 32704.5816 32704.4721 NA NA NA
ESSA [20] 32701.21 32701.22 32701.22 NA NA NA
SSA [20] 32702.43 32911.32 32785.45 NA NA NA
C- 32701.21 32701.22 32701.2102 NA NA NA

MIMO-

CSOO0 [21]
Jaya 32706.3578 32707.2925 32706.6774 5.14 NA NA

SML [22]
WCA [23] 32704.44 32704.51 32704.50 NA NA NA
TPMIP [24] 33013.98 NA NA NA NA NA
RTO [25] 32701.81 32715.18 32704.53 NA NA NA
EMA [26] 32704.45 32704.45 32704.45 NA NA NA
TLBO [27] 32770.72 33073.88 32819.74 NA NA NA

TABLE 7. Comparison of a result obtained by AEO and other techniques for test case 3.



Bhattacharjee et al.: Solving Economic Dispatch using Artificial Eco System-based Optimization 9

x 10
~ 3.29 I
L]
<
& 3.285
Z
S 3.28
S 3.275
<]
3.27¢ :
0 100 200 300 400
Iterations
FIGURE 8. Convergence characteristics for test case 3.
33100
o 33013.98
= 3 %
232000 [\ 83535 55538
Saaroo | NEiZ 25 227919
F
m 32500 1 1 1 1 1 1 1 1 1 1 1

ABCDEFGHI JKL
Algorithms

FIGURE 9. Comparison of minimum fuel cost with differ-
ent algorithms (A-TPMIP [24], B-TLBO [27], C- Jaya
SML [22], D- BSA [9], E- EMA [26], F- WCA [23], G-
SSA [20], H- RTO [25], I- ESSA [20], J- CMIMO CSOO
[21], I- SGO [8], J- AEO).

e For Test Case-5, a total of 40 generating units,
10500 MW demand has been taken with consideration
of Valve point Loading.

e For Test Case-6 total of 110 generating units,
15000MW demand have been taken without any
constraints.

The AEO algorithm was applied to ELD problems of
power systems with six different test systems with varying
levels of complexity to verify its efficacy and feasibility. The
program was compiled in MATLAB-2017B and performed
on a 1.7 GHz Intel Core i3 computer with 4 GB RAM.

4.1. Test Case-1

In this case, 10 generator units are taken with a power
demand of 2700 MW. Here, Multifuel options have been

1.20
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FIGURE 10. Change in Percentage deviation concerning
other optimization techniques (A-AEO, B- SGO [8],
C- ESSA [20], D- C MIMO CSOO [21], E- RTO [25], F-
SSA [20], G- WCA [23], H- EMA [26], I- BSA [9], J-
Jaya SML [22], K- TLBO [27], L-TPMIP [24]).

considered along with the valve point loading -effect.
Transmission losses are neglected. Required input data are
taken from [7]. Obtained minimum fuel cost is 623.88566
$/hr which is superior to other existing techniques like BSA
[9], SGO [8], CBPSO-RVM [11], IGA_MU [12]. Obtained
results are much better than existing techniques as shown in
Table 3. The output of each generator is shown in Table 2.
Convergence characteristics are shown in Figure 2. Figure 3
shows the Comparison of minimum fuel cost with different
algorithms. Figure 4 represents the change in Percentage devi-
ation concerning other optimization techniques. Calculation of
change in percentage deviation is given as:

Change in % deviation =

Min.fuel cost obtained from respective algorithm—Min.
fuel cost obtained from AEO) x 100/Min.fuel

cost obtained by AEO

8
For Example, the change in percentage deviation(%o%
BSA with AEO according to (28) is (Table 3)

— {(623.9016 — 623.8856)/623.8856 } % 100
= 0.002564507

4.2. Test Case-2

In this case total, 13 generator units are taken with multiple
constraints. Power demand is 2520 MW. Transmission losses
are considered here. Required input data are taken from [13].
Obtained minimum cost and simulation time are 24512.6073
$/hr. and 0.035seconds respectively. Obtained results are
superior to other existing techniques. The number hits to best
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Power output Power output
Unit AEO ADE-MMS [29] Unit AEO ADE-MMSJ[29]
1 425.24 426.607294 21 272.0000 272
2 425.2447 426.607294 22 260.0000 260
3 409.9 429.667976 23 134.8666 130.647753
4 412.0 429.658589 24 10.0000 10
5 412.0 429.66264 25 117.1228 113.30554
6 412.0 429.66229 26 90.4443 88.066386
7 412.0 429.664774 27 39.0006 37.504753
8 412.0 429.662296 28 20.0000 20
9 133.01 114.000001 29 20.0000 20
10 133.01 114 30 20.0000 20
11 144.0 119.767436 31 20.0000 20
12 153.53 127.070702 32 20.0000 20
13 110.0000 110 33 25.0000 25
14 96.0000 90 34 18.0000 18
15 82.0000 82 35 8.0000 8
16 120.0000 120 36 25.0000 25
17 161.4117 159.598618 37 22.2781 21.784749
18 65.0000 65 38 22.9413 21.063428
19 65.0000 65 Total Power Generated (MW) 6000 6000
20 272.0000 272 Fuel Cost ($/hr.) 9416559.0869 9417235.786502
TABLE 8. Schedule of generation for test case 4 with 38 generators and power demand 6000 MW.
Number of
hits to best

Minimum fuel Maximum fuel Average fuel solution Standard
Method cost($/hr.) cost($/hr.) cost($/hr.) Simulation time (50 trials) deviation
AEO 9416559.0869 9416662.3878 9416561.148 7.20 49 20.11
ADE-MMS [29] 9417235.7865 NA NA NA NA NA
GWO [30] 9419270.188 9421100 9419978.978 9.457 NA NA
EPSO [31] 9431139.15 9 470 838.18 9 448 492.98 NA NA NA

TABLE 9. Comparison of result obtained by AEO and other techniques for test case 4.

solution are 50 out of 50 trials. The output of each generator
unit is shown in Table 4. A comparison of Obtained result is
shown in Table 5. Convergence characteristics are shown in
Figure 5. Figure 6 shows the Comparison of minimum fuel
cost with different algorithms. Figure 7 represents the change
in Percentage deviation concerning other optimiza-
tion techniques.

4.3. Test Case-3

In this case total, 15 generator units are taken with multiple
constraints. The prohibited operating zone, ramp rate limit
is considered here along with transmission losses. Power
demand is 2630 MW. Required input data is taken from
[9]. Obtained minimum cost and simulation time are

32697.2819 $/hr. and 0.62seconds respectively. Obtained
results are superior to other existing techniques like ESSA
[20], Jaya SML [22], etc. The number hits to best solution
are 48 out of 50 trials. The output of each generator unit is
shown in Table 6. A comparison of obtained results is
shown in Table 7. Convergence characteristics are shown
in Figure 8. Figure 9 shows the Comparison of minimum
fuel cost with different algorithms. Figure 10 represents the
change in Percentage deviation concerning other optimiza-
tion techniques (Tables 8—11).

4.4. Test Case-4

This includes 38-units of generators with a power demand
of 6000 MW with no transmission loss. System Data is
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Power output Power output
Unit AEO PPSO [34] Unit AEO PPSO [34]
1 110.7998 110.7998 22 523.2793 523.2794
2 110.7998 110.7998 23 523.2793 523.2794
3 97.3999 97.3999 24 523.2793 523.2794
4 179.7331 179.7331 25 523.2793 523.2794
5 87.7999 87.7999 26 523.2793 523.2794
6 140.0000 140.0000 27 10.0000 10.0000
7 259.5996 259.5997 28 10.0000 10.0000
8 284.5996 284.5997 29 10.0000 10.0000
9 284.5996 284.5997 30 87.7999 87.7999
10 130.0000 130.0000 31 190.0000 190.0000
11 94.0000 94.0000 32 190.0000 190.0000
12 94.0000 94.0000 33 190.0000 190.0000
13 214.7597 214.7598 34 164.7998 164.7998
14 394.2793 394.2794 35 200.0000 194.3973
15 394.2793 394.2794 36 194.3977 200.0000
16 394.2793 394.2794 37 110.0000 110.000000
17 489.2793 489.2794 38 110.0000 110.000000
18 489.2793 489.2794 39 110.0000 110.000000
19 511.2793 511.2794 40 511.2793 511.2794
20 511.279370 511.2794 Total power generated (MW) 40500 400500
21 523.279370 523.2794 Fuel cost ($/hr.) 121412.5355 121,412.5421
TABLE 10. Schedule of generation for test case 5 with 40 generators and power demand 6000 MW.
Number of
hits to best

Minimum fuel Maximum fuel Average fuel Simulation solution Standard
Method cost($/hr.) cost($/hr.) cost($/hr.) time (sec.) (50 trials) deviation
AEO 121412.5355 121413.5000 121412.574 6.2 48 0.2971
DMOA [33] 121412.5443 NA 121420.8076 66.42 NA NA
PPSO [34] 121412.5421 121413.9525 121412.5890 NA NA NA
MPDE [35] 121412.5355 121414.6185 121412.6188 NA NA NA
PARPSO [36] 122256.3000 NA 122634.0000 NA NA NA
IODPSO-G [37] 121414.93 121426.42 121416.54 17.75 NA NA
IODPSO-L [37] 121420.98 121431.62 121424.62 18.69 NA NA
CBA [38] 121412.5468 121436.1500 121418.9826 NA NA NA
CSA [39] 121425.6100 NA NA NA NA NA
IA_EDP [40] 121436.9729 121648.4401 121492.7018 NA NA NA

TABLE 11. Comparison of result obtained by AEO and other techniques for test case 5.

taken from [29]. Obtained minimum cost is 9416559.0869
$/hr and the number of hits best solution is 49 out of 50
trails. The obtained result is superior to existing techniques
in terms of fuel cost, simulation time, and no hits to the
best solution. Convergence characteristics are shown in
Figure 11. Figure 12 shows the Comparison of minimum
fuel cost with different algorithms. Figure 13 represents the
change in Percentage deviation concerning other optimiza-
tion techniques.

4.5 Test Case-5

This includes 40-units of generators with a power demand of
10500 MW. The valve point loading effect is considered here.
Transmission losses are ignored. So, the problem becomes a
non-convex optimization problem. Input data is taken from
[32]. Obtained minimum cost is 12412.5355 $/hr and the num-
ber of hits best solution is 48 out of 50 trails. The obtained
result is superior to existing techniques in terms of fuel cost,
simulation time, and no hits to the best solution. Convergence
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FIGURE 12. Comparison of minimum fuel cost with dif-
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other optimization techniques (A-AEO, B- ADE MMS
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ent algorithms (A-PARPSO [36], B- IA_EDP [40], C- CSA
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D- DMOA [33], E- CBA [38], F- IODPSO G [37], G- IODPSO
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Unit Power output Unit Power output Unit Power output
1 2.4000 38 70.0000 75 90.0000
2 2.4000 39 100.0000 76 50.0000
3 2.4000 40 120.0000 77 160.0000
4 2.4000 41 157.1629 78 295.6941
5 2.4000 42 220.0000 79 175.0000
6 2.4000 43 440.0000 80 98.0000
7 2.4000 44 560.0000 81 10.0000
8 2.4000 45 660.0000 82 12.0000
9 2.4000 46 616.4179 83 20.0000
10 64.4151 47 5.4000 84 200.0000
11 62.2148 48 5.4000 85 325.0000
12 36.2838 49 5.4000 86 440.0000
13 56.6329 50 5.4000 87 14.3048
14 25.0000 51 5.4000 88 24.3943
15 25.0000 52 12.0000 89 82.4038
16 25.0000 53 12.0000 90 89.2092
17 155.0000 54 12.0000 91 57.5729
18 155.0000 55 12.0000 92 100.0000
19 155.0000 56 25.2000 93 440.0000
20 155.0000 57 25.2000 94 500.0000
21 68.9000 58 35.0000 95 600.0000
22 68.9000 59 35.0000 96 471.8996
23 68.9000 60 45.0000 97 3.6000
24 350.0000 61 45.0000 98 3.6000
25 400.0000 62 45.0000 99 4.4000
26 400.0000 63 185.0000 100 4.4000
27 500.0000 64 185.0000 101 10.0000
28 500.0000 65 185.0000 102 10.0000
29 200.0000 66 185.0000 103 20.0000
30 100.0000 67 70.0000 104 20.0000
31 10.0000 68 70.0000 105 40.0000
32 20.0000 69 70.0000 106 40.0000
33 80.0000 70 360.0000 107 50.0000
34 250.0000 71 400.0000 108 30.0000
35 360.0000 72 400.0000 109 40.0000
36 400.0000 73 104.9089 110 20.0000
37 40.0000 74 191.3547 Fuel Cost ($/hr.) 197987.7411
TABLE 12. Schedule of generation for test case 6 with 110 generators and power demand 15000 MW.
No of hits to
Minimum fuel Maximum fuel Average fuel Simulation best solution Standard
Method cost ($/hr.) Cost($/hr.) Cost($/hr.) time (sec.) (50 trials) deviation
AEO 197987.7411 197987.7411 197987.7411 0.10 50 0
TFWO [42] 197,988.1790 197988.1904 197988.1823 NA NA NA
AGWO [43] 197988.00 197988.00 197988.00 NA NA NA
ORCCRO [18] 198016.29 198016.89 198016.32 0.15 48 NA
OIWO [41] 197989.14 197989.93 197989.41 NA NA NA

TABLE 13. Comparison of the result obtained by AEO and other techniques for test case 6.

characteristics are shown in Figure 14. Figure 15 shows the  concerning other optimization techniques. The output of each
Comparison of minimum fuel cost with different algorithms. generator unit is shown in Table 8. A comparison of obtained
Figure 16 represents the change in Percentage deviation  results is shown in Table 9.
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ferent algorithms (A-ORCCRO [18], B- OIWO [41], C-
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FIGURE 19. Change in Percentage deviation concerning
other optimization techniques (A-AEO, B- AGWO [43], C-
TFWO [42], D- OIWO [41], E- ORCCRO [18]).

4.6. Test Case-6

In this case total of 110 generators unit are considered.
Transmission loss is neglected here. Required input data

are taken from [41]. The total Power demand is
15000 MW. Obtained results are shown in Table 12. A
comparison of obtained results is in Table 13. Convergence
characteristics are shown in Figure 17. Figure 18 shows
the Comparison of minimum fuel cost with different algo-
rithms. Figure 19 represents the change in Percentage devi-
ation concerning other optimization techniques (Table 14).

4.7. Result summary

In Test Case 1, the average and minimum fuel costs are
623.8856 $/hr. and 623.8856 $/hr. respectively which is
better than other existing techniques like BSA [9], SGO
[8], etc. Simulation time and “number of hits to best sol-
ution” are 0.40seconds and 50 (out of 50 trials) using
AEO are also superior to BSA [9], SGO [8], etc.

In Test Case 2, the average and minimum fuel costs are
24512.6073 $/hr. and 24512.6073 $/hr. respectively which
is better than other existing techniques like SCA [15], F-
MLP [14], MPDE [16], etc. Simulation time and “number
of hits to best solution” are 0.035seconds and 50 (out of
50 trials) using AEO are also superior to SCA [15], F-
MLP [14], MPDE [16], etc.

In Test Case 3, the average and minimum fuel costs are
32697.4000 $/hr. and 32697.2819 $/hr. respectively which
is better than other existing techniques like SGO [8], BSA
[9], etc. Simulation time and “number of hits to best sol-
ution” are 0.62seconds and 48 (out of 50 trials) using
AEO are also superior to SGO [8], BSA [9], etc.

In Test Case 4, the average and minimum fuel costs are
94165561.14 $/hr. and 9416559.0869 $/hr. respectively
which is better than other existing techniques like ADE-
MMS [29], GWO [30], etc. Simulation time and “number
of hits to best solution” are 7.2 seconds and 49 (out of 50
trials) using AEO are also superior to ADE [29], GWO
[30], etc.

In Test Case 5, the average and minimum fuel costs are
121412.5740 $/hr. and 121412.5355 $/hr. respectively
which is better than other existing techniques like DMOA
[33], PPSO [34], etc. Simulation time and “number of hits
to best solution” are 6.2 seconds and 48 (out of 50 trials)
using AEO are also superior to DMOA [33], PPSO
[34], etc.

In Test Case 6, average and minimum fuel costs are
197987.7411 $/hr. and 197987.7411 $/hr. respectively which
is better than other existing techniques like TFWO [42],
AGWO [43], etc. Simulation time and “number of hits to
best solution” are 0.10 seconds and 50 (out of 50 trials) using
AEO are also superior to TFWO [42], AGWO [43], etc.
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No. of hits to
the best Power loss

No. of Total Minimum fuel Simulation solution (Out MW)
Test case generator unit power demand cost ($/hr.) time(sec) of 50 trials) (If applicable)
1 10 2700 623.8856 0.40 50 NA
2 13 2520 24512.6073 0.035 50 39.8
3 15 2630 32697.2819 0.62 48 30
4 38 6000 9416559.0869 7.20 49 NA
5 40 10500 121412.5355 6.2 48 NA
6 110 15000 197987.7411 0.10 50 NA

TABLE 14. Summarized Results of six different cases.
Number of hits to

Number of best solution (Out Simulation Minimum Maximum Average fuel
search agent of 50 trials) time (sec) fuel cost ($/hr.) fuel cost ($/hr.) cost ($/hr.)
20 38 0.09 197998.2569 199856.854 198444.305
50 50 0.10 197987.7411 197987.7411 197987.7411
100 36 0.35 198120.8526 199851.3654 198605.2020
150 24 0.58 198240.7412 199913.8547 199110.7600
200 20 0.40 198260.8765 199990.3698 199298.5720

TABLE 15. Selection of number of search agents.

4.8. Tuning Parameters and Number of Search Agents

The most significant advantage of AEO is that there are no
parameters so, there is no need for tuning it. So, it will
take less computational time and it will also enhance the
overall efficiency of the algorithm. The selection of search
agents is an important task in any optimization technique.
In AEO different numbers of search, agents have been
taken and shown in Table 15 for test case 6. The most
superior values achieved at the number of search agents
are 50. A similar process followed for the rest of the
test cases.

4.9. Discussion

The effectiveness and preponderance of any algorithm

should decide on three terms Solution quality,

Computational efficiency, and Robustness.

4.9.1. Solution Quality. The obtained fuel cost for each
case is shown in the summarized result. Best fuel cost is
achieved for all test cases and it is compared with existing
techniques. Obtained fuel cost is superior to the recent
technique as well as previous techniques, even obtained
cost is better than hybrid and oppositional based techni-
ques, the comparison is shown in Tables 3, 5, 7, 9, 11 and

13. So, from comparison, AEO is superior in terms of solu-
tion quality.

4.9.2. Computational Efficiency. It is clear from the sum-
marized result, simulation time required for AEO to obtain
the best solution is very less compared to other existing
novel and previous techniques. These are shown in Tables
3,5,7,9, 11, and 13. These results prove the computa-
tional efficiency of AEO. A convergence characteristic of
AEO is smoother and it achieves convergence in very lit-
tle time.

4.9.3. Robustness. The performance of any algorithms can-
not be analyzed by the results of a single run. For better
analysis, it is essential to make several trials. By analyzing
the result of each trial, the decision regarding the robust-
ness of the algorithm can be taken. An algorithm is said to
be robust if it gives consistent results during these trial
runs. From Table 14 it is clear the best results obtained out
of 50 trials for six test cases are 50, 50, 48, 49,48, 50
respectively. That mean efficiency of AEO to obtain best
solution is 100%, 100%, 96%, 98%, 96%, 100% respect-
ively. Therefore, the above results establish the enhanced
ability of AEO to achieve superior quality solutions, in a
computationally efficient and robust way.
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5. CONCLUSION

In this proposed work, an ELD is integrated with AEO.
The main goal of ELD is to minimize the total generation
cost. Comparing the results obtained by AEO from all dif-
ferent types of test systems with other optimization meth-
ods confirm that the recommended AEO can get the lower
fuel cost insensibly less computation time with a high
number of hits to the best solution.

Therefore, it can be concluded that AEO is a highly
effective technique for solving the ELD problems and suc-
cessful implementation of AEO in the ELD domain has
conceived a new track in the area of power systems to
solve different and even more complex problems of opti-
mization like Emission minimization, optimal power flow,
voltage stability, etc.
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