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Abstract—Computer vision has one of its primary applications 

as facial detection and recognition system, which can perform 

two essential functions of identifying and verifying an 

individual. An image capturing system with embedded 

computing as one of its significant parts extracts image 

information and requires no external processing system. To 

deliver results to other devices for the corresponding inputs, 

we use an interface device. The designed system is fast and 

efficient. It coordinates efficiently with the image recognition 

unit and the recognition algorithm. The system ensures a 

smooth flow of data stream between the two devices, namely, 

the Raspberry PI board and the camera. It also handles the 

data stream flow to occur smoothly between the camera and 

the Raspberry PI board. During this pandemic era, the 

application has a wide range of applicability for healthcare 

systems, helping in a contactless authentication of patients. 
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I. INTRODUCTION 

 
Modern healthcare ecosystems are sensor-driven that 
captures healthcare data from patients. However, before 
sending the data over wireless channels, identity 
authorization is a critical factor. It ensures that the devices, 
systems, and data are protected by malicious attackers. In 
traditional verification systems, passwords or secure keys 
were required to form identity authentication, but with 
advancements in technology, biometric-based authentication 
schemes are developed by researchers globally. In 
biometric-based ecosystems, specialized hardware and 
software units interact to form a secure identity verification 
system [1]. In a similar direction, face detection for 
biometric systems is studied heavily, where the detection 
technology matches a human face as digitized images or 
video frames against stored databases. The users are 
authenticated based on extracted facial templates captured, 
and being unique, they are matched and processed against 
stored templates [2],[3]. 
 
The face recognition systems are considered advantageous 
over other biometric systems. As face-recognition systems 
offer no physical contact with the hardware units for 
authentication, hence, the systems provide ease-of-access of 
users [4]. The systems are non-invasive as the random 
morphogenetic process creates the face. Moreover, the 

probability of having the same facial features for two 
different persons is highly unlikely, due to the uniqueness of 
facial features. Thus, a face-recognition system can allow 
high accuracy of healthcare user identification to access the 
health records, and verify updates on the healthcare records. 
The false recognition rate (FRR) is also low and is 
considered more stable as compared to other biometric 
identification. Face recognition has widely used in the 
security domain due to non-evasiveness, stability, 
uniqueness, and the slightest false recognition rate. 
 
To design an efficient face recognition system, hardware 
and operating system (OS) units need to interface through 
computer vision libraries and dependencies [5]. Raspberry 
PI is considered a suitable choice for such designs due to the 
ease of interfacing with captured images, and high-swap 
space size, which allows process control (PC) block to 
schedule tasks in an efficient and useful manner [6]. PC 
interacts through different task units of the Raspberry PI 
board through a task control. For the design of the face 
recognition system, firstly the file system is expanded and 
Open CV dependencies are installed [7]. The PC then 
manages and executes the swap size before installing and 
linking the dependencies during execution. The Raspberry 
PI uses NumPyto interact with system processes through 
open ports and allows design portability to the recognition 
systems. However, the portability is limited due to its 
weight, high power consumption, and weight. One way to 
get rid of these limitations is to use the embedded systems 
[8]. 
 
In the proposed work, we design a real-time image capturing 
system based on a remotely operated video enhanced 
receiver (ROVER) design. ROVER first captures the images 
in real-time and then stores them into the database. Finally, 
it is compared with the other user’s face. If it matches, then 
the access will be granted, and if it is not matched, then the 
key is denied. The ROVER embedded system supports a 
large variety of applications, including surveillance, motion 
analysis, and facial identification. Along with ROVER, we 
have developed an android application to control and 
interface with the ROVER [9], and the streaming can be 
easily viewed on multiple ports and display monitors. 
 
The structure of the article is as follows. Section II depicts 
the system hardware design that consists of the assembly 
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and interfacing of the Raspberry PI board. Section III 
depicts the proposed methodology that takes input images 
and computes the feature extraction, and subsequent image 
classification models. Based on extracted features, an 
android based application is designed that performs face 
recognition of patients in a healthcare ecosystem, and 
finally, section IV concludes the paper. 
 

II. SYSTEM HARDWARE DESIGN 
 
The section discusses the proposed hardware design of the 
framework. The following parts compose the system: an 
image capturing camera, Raspberry PI 3b, L298 Motor 
Driver, two 6 Volt direct current (DC) Motor, Jumper 
Wires, 4 AA battery, Robotic base, power bank, and USB 
cables. The hardware properties are now defined as follows. 
 
A. Main Processing Chip 

The primary signal processing chip used in our proposed 
system is a Broadcom 700MHz chip. The system CPU is a 
32 bit ARM1176JZF-S RISC processor, which Advances 
reduced instruction set computer (RISC) Machines Ltd 
designs. This is also used to connect a camera and display 
unit because it a powerful peripheral device. 
 
B. Memory Element 

Secure digital (SD) card is used for booting and storage 
purposes because its accessing speed is high compared to 
the hard drives, and storage is also permanent. The board 
runs on a linux-based OS kernel. This Raspberry PI module 
has a Samsung class 10 micro-SD card. It uses the official 
Raspberry PI Raspbian Package, known as Jessie. 
 
C. Raspberry PI BOARD Model 

We now present the board design of the Raspberry PI 
model. Fig. 1 shows the details of the board. The board 
consists of the central and main module of the whole 
embedded system planned for image captivating and design 
processing. The main parts are as follows of the board are as 
follows major processing chip, memory, power supply, high 
definition multimedia interface (HDMI0 Out, ethernet port, 
universal serial bus (USB) ports, and significant global 
interfaces. 
 
D. Interfaces Used 

The ROVER consists of various interfaces because we have 
several interfaces on the board. The board consists of 2 USB 
ports, an HDMI output port for connecting monitors with 
HDMI input, or HDMI to Digital Visual Interface (DVI) 
lead for monitors having DVI input. If HDMI is not used, 
then the radio corporation of America (RCA) composite 
video lead can connect to the analog display. To update the 
Raspberry PI board and get a new version of the software, 
we have used an ethernet port. The Ethernet port is optional 
but helps in the networking module. The board also contains 
an audio lead for getting the audio output if we don’t have 
HDMI support. 

 

 
Fig. 1. Pin out Diagram and Raspberry PI Board 

 
E. The Overall Assembly 

Firstly, make the robotic base ready and connect the two 
motors to it. Connect the motors to the motor driver 
(L298N) and then click the motor driver with the 4 AA 
batteries. Connect the motor driver pins to the GPIO pins of 
the Raspberry PI using jumper wires. Lastly, connect the 
web camp utilizing the USB port in raspberry PI to power 
the Raspberry PI with the power bank. The webcam [10] 
[11] will stream the real-time images and video of the 
ROVER place on surveillance. The transmission will occur 
over an internet protocol (IP) address and a specific port 
number. Before the transmission, the configuration of the 
webcam is required But before that, we need to configure 
the webcam for Raspbian Jessie. 
 

III. THE PROPOSED METHODOLOGY 
 
In the proposed framework, we operate on the designed 
system in two different sessions [12]. In the first session, we 
capture the database, and in the next session, we create a 
database. Then, we capture the image and make a 
comparison of various images in the database to identify 
them. We use the Viola-Jones algorithm of face recognition 
for finding the accurate comparison or match [13]. Fig. 2 
depicts the important components of the methodology. 
 
A. Image Acquisition via Raspberry PI 3 ROVER 

In this system, we have developed an android application 
that controls the ROVER motion. The installed camera 
collects the images, streams the video, and sends them to the 
central unit for pre-processing using MATLAB. Fig. 3 
shows the detailed process. The interface developed for the 
application requires the IP address and the port number as 
input for the ROVER’s working. The application consists of 
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four directions motion control, i.e., front, back, left, and 
right. One can stop the ROVER by using the control STOP. 
 

 
Fig. 2. Circuit Diagram Raspberry PI 3 ROVER 

 
B. Face Detection Module 

The face module detection of the project collects the images 
and creates a dataset [14] using the camera installed on the 
ROVER. Fig. 4 shows the detailed control steps of the face 
detection process. 
 
1. Image Acquisition: The images are captured using a 

camera installed in the ROVER. The images captured 
are then transmitted using the Wi-Fi module to the 
processing unit [12]. 
 

2. Face Detection: We use the Viola-Jones algorithm [14] 
to detect the objects. Viola-Jones algorithm is more 
appropriate for frontal faces, rather than side faces. The 
image is first converted to a grey scale feature, to 
minimize the image data. The algorithm is based on the 
principle of location setup on the greyscale features, 
and the face detection is based on abounded box. The 
role of the box is to form outline detection of facial 
features, and the face is bounded through the box. Now, 
based on Haar features, the compounded data of various 
boxes are combined as single-box units. Then, the 
proposed algorithm is fed with sample face and non-
face units, and we use the AdaBoost technique for 
feature selection, and then a classification-based 
training is conducted. The detailed explanation is now 
presented as follows. 

 

• Haar-Feature selection: In this, we have used five 
types of Haar features for face detection. Each 
feature results in a single value. The value is 
calculated by subtracting the sum of pixels in the 
white region from the pixels’ sum in the dark area. 
The features are shown in Fig. 5. 
 

• Creation of integral Image: Next, we create an 
integral image, to reduce the overall computation 
time. For the same, we use four array references 
and then sum the pixel values within D. In 
rectangle A, the total of all the values at location 
one is equal to the sum of pixel values. 

 
Fig. 3. Flow Diagram for Raspberry PI 3 ROVER Motion and Image 

Acquisition 

 

 
Fig. 4. Flow Diagram for Face Detection and Recognition 

 
The value at location 2 is the sum of A and B values, for 
location 3 is equal to the sum of A and C, and at location 4 it 
is equal to the sum of A, B, C, and D. 
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Fig. 5. Haar Features 

 

 
Fig. 6. A reference image 

 
3. Adaboost Training: Adaboost is also known as the 

adaptive boost algorithm. It is particularly used for 
training a boosted classifier. It constructs a robust 
classifier from weak classifiers [15]. The function for 
the Adaboost classifier is presented as follows. In the 
method, we consider that weights W = {W1,W2,...,Wn} 
are assigned to n image samples {I1,I2,...,In}. The initial 
weight is then computed as follows. 
 

(1) 
 
Where Ij denotes the jth training instance out of n 

training instances. A decision stump value D is selected 
based on weighted samples, and a binary decision 
B{−1,+1}] is formed based on I. The value depends on 
binary classification C1, or C2 of the images. The error 
E(I), or mis-classification is computed as follows. 
 

(2) 
 
Where C(I) denotes the instances that are correctly 
classified with C1 or C2. Based on this, the modified 
error EI0 for any jth sample is computed as follows. 
 

(3) 
 
Where W denotes the overall weighted sum, and the 
prediction error E(I) denotes the error in jth image 
during training. The modified weighted value D0 is now 
computed as follows. 
 

D’= ln(1 − E(I’))/E(I) (4) 
 
Based on D’, the Ada Boost ensembles weak models 
sequentially on the trained data, and the process iterates 

until no further improvement in learning rates are 
observed. The strong classifier is denoted as follows. 
 

(x) = a1f1(x) + a2f2(x) + a3f3(x) + a4f4(x) + ..(5) 
 
Where, F(x) is termed as a strong classifier and ai are 
the weighted values for any image x. 
 

4. Cascade Classifier: It is the last stage of this algorithm. 
In this stage the algorithm identifies whether a sub 
window is to be classified as a face or a non-face. The 
initial stage classifier eliminates many negative 
examples and the subsequent layers eliminate additional 
negatives by using additional computation. The details 
of the cascade classifier is presented in Fig. 7: 
 

 
Fig. 7. Steps for Cascade Classifier 

 
C. Pre-Processing 

After pre-processing the images, the features would be 
extracted from the cropped detected faces. The contrast 
improvement and conversion of the grey-scale image into 
the black and white image and removing small objects from 
the binary image will be part of the pre-processing step. 
 
D. Features Extraction 

The features will be extracted from the image after it has 
been processed. Six features will be extracted in total, three 
each for the nose, mouth, and eyes, using two algorithms, 
local binary pattern (LBP) and histogram of oriented 
gradients (HOG) classifier would be applied as follows. 
 

1. Local Binary Pattern: It’s a type of feature descriptor 
that is used in face recognition. Each pixel value is 
converted into binary digits, which are either 0 or 1. 
The radial filter is used to select neighboring pixels 
(P0,P1,P2,...,Pk), for any given central pixel value Pc in 
an image. The response at Pc is calculated as follows 
[16] 
 

(6) 
 
Where s(x) is 1 for x≥0 and otherwise 0. 
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Fig. 8. Feature Extraction and Detection using MATLAB for Real 

Time Images 

 
2. Histogram of Orientation Gradients: It is another 

feature descriptor used for face recognition. Firstly, it 
calculates the gradient values of a grey image which is 
obtained by calculating the x and y directional 
derivatives using convolution functions. The 
calculations are as follows [17] 
 

Ix = I · Dx (7) 
Iy= I · Dy (8) 

 
Where Dxand Dyare kernels whose values are [−1,0,1] 
and [1,0,−1]T respectively. The magnitude and the 
argument can be calculated as follows. 
 

(9) 

 
After this computation normalization is done. 
 

Table 1.  Experimental Results 

 
 

E. Face Recognition 

The features extracted from the image will be compared 
with the stored features in the database with the help of a 
support vector machine (SVM) [18]. The basic functionality 
of SVM is to categorize every data object as point (x,y) is a 
n dimensional space (where n is the number of features 
we’ve identified), with each function’s value being the value 
of a specific coordinate. Following that, we perform 
classification by determining the hyperplane that separates 
the two classes. Person observation coordinates are 
commonly used as support vectors. The ROVER identifies 
the human if the device recognizes the features. Table I 

displays the findings for different datasets, including the 
subject dataset provided by real-time image acquisition, and 
Fig. 8 shows attribute extraction and identification for real-
time images. 
 

IV. CONCLUSION 
 
In this paper, we propose a framework of a face-recognition 
system for healthcare users that capture person images 
through the Raspberry PI 3 ROVER. The system can be 
easily operated from remote locations and can be controlled 
via the android application. It captures the live video and 
images and sends them back to the admin where the face 
recognition module is implemented using MATLAB. 
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