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Abstract
This article proposes a generic scheme that 

integrates blockchain (BC) and unmanned aerial 
vehicles (UAVs) through a fifth-generation (5G) 
Tactile Internet (TI) service to leverage responsive 
and secure communications in the Internet-of-Bat-
tlefield-Things (IoBT)-based ecosystems. UAVs are 
deployed with camera sensors to monitor and 
transfer ultra-high resolution (UHR) images and 
real-time live video feeds of region demarcation 
and surveillance to ground control stations (GCS). 
Currently, UAVs operate through Long-Term Evo-
lution-Advanced (LTE-A) services and face bot-
tlenecks in terms of bandwidth and end latency 
for live feeds. As the feed is sent through open 
channels, it is vulnerable to security attacks by an 
adversary. The proposed scheme addresses the 
dual issues of responsive network orchestration, 
and induces trust, immutability, and transparency 
in shared data among UAVs and GCSs via BC as 
a key solution. Through a case study, the scheme 
is compared to baseline LTE services. In the sim-
ulation, transactions through BC achieve 31.85 
percent improvement over cloud-based GCS, 
an average frame loss of 18.42 percent in 5G-TI 
compared to 94.07 percent in 4G-LTE-A channel, 
and processing latency of 0.1061 s in 5G-TI, com-
pared to 2.2133 s in 4G-LTE, which indicates the 
viability of the proposed scheme.

Introduction
Military forces in any country play a vital role in 
protecting the nation’s boundaries and protect-
ing the integrity of the citizens in case of exter-
nal threats and attacks. The U.S. Department of 
Defence (DoD) proposed the integration of the 
Internet of Things (IoT) in military setups to extend 
its supremacy over other competitors. IoT in military 
ecosystems is often referred to as the Internet of 
Battlefield Things (IoBT). IoBT connects heteroge-
neous and scattered sensors, robots, machines, net-
works, persons, and data, and collectively processes 
the battlefield conditions [1]. However, the deploy-
ment of equipped sensors in warfare and on troops 
can be tricky in adverse geographical locations, 
high terrain, and extreme weather conditions. In 
such conditions, allocating troops or war-equipped 
ammunition would involve a huge risk of life and 
demand large logistics and supply chain formations. 

To tackle the above limitations, unmanned aeri-
al vehicles (UAVs) are a suitable choice as they 
simplify and expedite logistics support, and can 
operate in adverse conditions with minimal human 
intervention [2]. UAVs are heavily employed for sur-
veillance, boundary demarcations, maps, remote 
sensing, search and rescue operations, disaster con-
trol, and infotainment. In a similar direction, UAVs 
can simplify and automate region surveillance and 
demarcation operations. UAV surveillance requires 
continuous monitoring of boundaries against possi-
ble trespassing by neighboring country troops, civil-
ians, and illegal trafficking and smuggling of goods. 
Similarly, UAV involves aerial region demarcation 
that involves the classification of areas or plots sur-
rounded by coastlines, streams, and land regions. 
Due to diverse geographical terrains, demarcation 
of boundaries is difficult, as it involves accurate esti-
mation and analysis of spatial data points, and delin-
eates false boundary regions [3]. The problem leads 
to incorrect boundary estimations with wrong maps 
that cause rifts among neighboring nations. Table 
1 shows a summary of the classification of UAVs 
based on their categories.

To address the issues of continuous UAV 
region surveillance and accurate spatial demar-
cations, strong communication infrastructure 
is required. Currently, UAVs communicate with 
ground control stations (GCSs) through fourth gen-
eration (4G)-based Long-Term Evolution (LTE), or 
LTE-Advanced (LTE-A), or global positioning sys-
tem (GPS)-assisted satellites. For accurate spatial 
analysis, the captured ultra-high-resolution (UHD) 
images and video feeds must be transferred to 
GCS in near real time to avoid buffering latency 
and storage of packets in frame buffers. The cur-
rent 4G-LTE/LTE-A and GPS communication net-
works are not mature enough to avoid buffering 
and glitches due to higher processing and transmis-
sion delays of bulk feed. Moreover, UAV commu-
nication networks (UAVCNs) suffer from potential 
issues of consistent bandwidth, diffraction, line-of-
sight (LoS) interference, limited UAV mobility, and 
intermittent disconnections. Thus, in the case of 
peak data traffic, UAVs cannot communicate effec-
tively with GCS in near real time. 

Thus, to address the above limitations and allow 
real-time connectivity of UAVs with GCS, the best 
fit is to deploy fifth-generation (5G) communication 
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services. In IoBT ecosystems, near-responsive deci-
sions are required in case of boundary intrusions. 
Thus, Tactile Internet (TI)-based UAV communi-
cation offers flexibility, high precision, extremely 
low latency (< 1 ms), accurate LoS, and ultra-high 
reliability (99.99999 percent). Moreover, 5G-TI 
offers flexibility in network services, virtualization of 
resources, and better and swift adaptation to diffi-
cult terrains to support the IoBT requirements. 5G 
supports higher spatial resolution, which accounts 
for accurate geometrical analysis and precise map 
generations for surveillance and demarcation oper-
ations. However, UAVs communicate with GCSs 
and peer UAVs through public networks; thus, the 
exchanged data is at risk against security and pri-
vacy attacks by malicious intruders. A malicious 
attacker might inject false propagation updates to 
malicious UAVs, that compromise the communica-
tion links to GCSs and peer UAVs in UAVCNs. This 
results in incorrect paths, energy drains, accidents, 
and incorrect UAV sightings [4].

Thus, security, confidentiality, and trust among 
decentralized UAV communication are critical to 
IoBT operational success. As IoBT data is highly 
confidential and requires a high degree of integ-
rity, permissioned blockchain (BC) is a preferred 
choice for secure and trusted UAV communica-
tion [5]. BC can mitigate critical attack vectors 
in UAV communication such as impersonation, 
side-channel, channel hijacking, and distributed 
denial of service (DDoS) attacks. In BC, all the 
UAV access events about flight setup, path con-
trol, and the route can be verified and recorded 
through a suitable consensus mechanism before 
final commitment to the chain [6]. As a result, the 
data can be protected from unauthorized access 
by an institution or an agency. 5G-TI assisted war-

fare UAV swarms might contain malicious UAVs 
that can steal confidential information, which is 
mitigated through BC as it does not allow unveri-
fied oral updates to be forwarded. 

Motivation
The motivation of the proposed scheme is as follows.
• In traditional IoBT setups, UAVs communi-

cate through LTE networks, and store data 
over cloud-based GCS servers. Thus, end-us-
er communication suffers from high latency, 
jitter, frequent disconnection, security, and 
privacy concerns through assisted attacks on 
GCSs by adversaries. Thus, in the proposed 
scheme, we include 5G-TI network service 
to allow effective UAV-to-UAV, and GCS 
communication in near real time.

• IoBT setups require resilient UAVCNs, and 
thus UAV swarms are a viable choice. Thus, 
in the proposed architecture, we assume the 
UAV swarm network is controlled through 
a swarm controller in the proximity of the 
5G-TI controller. The swarm controller is 
responsible for supporting UAV in-flight 
route setups, region demarcation and sur-
veillance map points, and path coordinate 
setups. Through 5G-TI service, it supports 
computational edge-based offloading 
schemes that can provision the UAV swarms 
as per IoBT network orchestration.

• However, message updates may be intercept-
ed, and thus an adversary can inject false 
updates in the network. Thus, to mitigate 
the critical attack vectors in IoBT setups, we 
envision a BC-based UAV scheme, with UAV 
swarm path, location, and coordinate setups 
stored as meta-information in transactional 

Security, confidentiality, 
and trust among decen-

tralized UAV communica-
tion are critical to IoBT 

operational success. As 
IoBT data is highly con-
fidential and requires a 

high degree of integrity, 
permissioned blockchain 
is a preferred choice for 
secure and trusted UAV 

communication.

Table 1. Classification of UAVs.

UAV category UAV sub-category Weight (kg) Range (km) Altitude (m)

Tactical

Nano 0.025 < 1 100

Micro < 5 < 10 250

Mini < 20 (150) < 30 150–300

Close range (CR) 25–150 10–30 3000 

Short-range flights Short range (SR) 50–250 30-80 3000 

Medium-range 
flights

Medium range (MR) 150–500 80–200 5000

Medium-range endurance (MRE) 500–1500 200–500 8000

Low altitude deep penetration (LADP) 250–2500 250–300 50–9000

Long-range flights
Low altitude long endurance (LALE) 150–250 500–800 3000

Medium altitude long endurance (MALE) 1000–1500 500–800 14,000

Strategic High altitude long endurance (HALE) 2500–5000 > 2000 20,000

Special 
applications

Unmanned combat aerial vehicle (UCAV) 10000 1500 (approx.) 10,000

Lethal (LETH) 250 300 4000

Decoy (DEC) 250 0–500 5000

Stratospheric (STRATO) To be defined > 2000 20,000–30,000

Exostratospheric (EXO) To be defined Not below 
2000

> 30,000

Space To be defined To be defined
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ledgers. To assist with a high volume of video 
feed storage, distributed off line storage is nec-
essary, and thus interplanetary file systems 
(IPFSs) are a viable choice. In IPFS, only autho-
rized personnel can access the stored data 
through a generated IPFS key, and hashed key 
references are stored in the main BC ledger. 
This improves the scalability of chain opera-
tions as transaction size is smaller, and more 
transactions fi t into a single block.

Research Contributions
The research contributions of the article are:
• We propose a layered architecture that inte-

grates BC and 5G-TI-assisted UAVs in IoBT 

ecosystems. We assume inter-country com-
munication for region demarcation and 
surveillance setups, assisted through UAV 
swarms and a hyperledger fabric network.

• In the proposed architecture, we assume a 
Manhattan mobility model for UAVs, con-
trolled through the UAV swarm controller. 
We propose an edge-based computational 
offloading scheme to the swarm controller, 
which enables low latency in communica-
tion for UAV fl ight setups, and accurate and 
precise measurement of region demarcation 
and surveillance operations. The records 
are stored in IPFS and are verified through 
BC-assisted transactional ledgers. 

• The performance of the proposed architec-
ture is compared to the baseline 4G/LTE 
scheme, and cloud GCS servers, highlight-
ing the scheme viability over parameters like 
processing latency, frame loss, and through-
put computation.

Article Layout
The structure of this article is as follows. We pres-
ent the IoBT key technical drivers. We present 
the proposed scheme that comprises military sur-
veillance, and UAV and BC layer. We present a 
case study that presents a comparative analysis of 
traditional IoBT deployments with the proposed 
scheme. We discuss the open issues and future 
research scope, and fi nally present the concluding 
remarks and future scope.

IoBT: Key Technical Drivers
This section describes the key concepts and tech-
nical aspects of IoBT-driven technologies. The sec-
tion discusses the background of 5G-TI assisted 
UAVs, UAV mobility and off loading models, and 
BC deployments in IoBT ecosystems. 

UAV Mobility Model and Edge-Based 
Offloading in IoBT Ecosystems

In IoBT ecosystems, UAV-assisted military opera-
tions support smart-sensor-driven warfare, rescue, 
and responsive communication setups between 
military bases. Military drones are classifi ed based 
on fl ying mechanisms viz. multi-rotor drones, fi xed-
wing drones, and hybrid-wing drones [7]. IoBT 
encompasses sensor-driven warfare, with real-time 
connectivity with ships, UAVs, battle tanks, and 
soldiers (equipped with warfare and healthcare-as-
sisted sensors to measure weapon health, heart 
rate, gait, and facial characteristics through combat 
suits, and armory) into a connected and ubiquitous 
network. Thus, IoBT supports many covert military 
operations such as persistent close air support, pre-
cision strikes, precision shelling, aerial surveillance/
reconnaissance, unmanned airstrikes, UAV hijack-
ing, evading radar detection, footage interception, 
and targeted assassination. However, we have 
restricted our discussion toward UAV surveillance 
and region demarcation operations.

In UAV communication, we assume a UAV 
swarm network, where the UAV motion patterns 
determine the UAV mobility. Figure 1 presents a 
high-level view of secured 5G-TI envisioned mobility 
model in IoBT ecosystems. 5G-TI ensures ultra-low 
latency in the communication of the UAV swarm 
controller node with the GCS and the TI-control-
ler. A UAV controller node is stationed strategically 

FIGURe 1. A view of the secured 5G-TI envisioned mobility model in IoBT 
ecosystems.
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to capture UHD images and videos of surveillance 
and region demarcation regions, to form the aeri-
al maps, with assisted intelligent models for object 
detection and recognition, for possible trespassers 
and intrusions by enemy regions. To support the 
computation-intensive streaming tasks, we assume a 
5G-assisted edge offloading model, where the UAV 
controller delegates the offloading task to the edge 
node. The offloading request bits are placed on the 
TI-uplink channel, and result bits are sent through 
the downlink channel [8]. To assist the offloading, 
we assume the controller node to be stationary. 
Through the edge offloading mechanism, the video 
feeds are then streamed to the TI controller con-
nected to a GCS in wired mode. Based on captured 
data, the UAV controller is instructed by the GCS to 
form a UAV mobility map pattern, and guide local 
UAVs for IoBT surveillance. 

As a leader, the controller node forms a motion 
and guided pattern, and communicates the initial 
location coordinates, directions, and initial swarm 
movement speed. We assume a Manhattan grid 
mobility model (MGMM) to assist the direction-
al movements. In MGMM, the UAV node move-
ments are mapped to random directional numbers 
so that mobility patterns are not intercepted by an 
adversary node [9]. Once the map pattern is decid-
ed, the controller node stores the pattern in the 
IPFS node, and transactional meta-data is published 
in the BC network. From IPFS, only registered 
UAVs can access the map data, and align them-
selves accordingly. As the message is stored in BC, 
all UAVs have trust, and any malicious UAV com-
munication update is marked as an invalid block. 
Only captured data from authorized UAVs are veri-
fied and then added as transactional ledgers.

5G-TI-Based UAV Communications
The IEEE Standard Working Group adopted IEEE 
1918.1, or TI, as the working standard that lever-
ages human-to-machine interactions with negligible 
interaction latency. This has pushed the boundar-
ies of remote physical interactions [10]. It allows 
haptic interactions and kinesthetic components 
through wireless communication boundaries, at 
a strict round-trip time (RTT) latency of < 1 ms at 
high availability of 99.99999 percent, with failure 
rates as low as 10–7. Ultra-low latency emulates 
a local operating experience for remote opera-
tions. Every TI-frame is bounded by 33 ms delay for 
decoding and detection at sending and receiving 
transmitters. Current LTE systems are not mature 
enough to handle TI requirements, with a user-ex-
perienced data rate of 1 Gb/s and a frame dura-
tion of 70 ms. TI requires the support of 5G-massive 
multiple-input multiple-output (m-MIMO) channels 
to allow parallel carrier aggregation and reduce the 
noise outage probability of non-TI channels. Due 
to responsive and short RTT delays, 5G-assisted 
TI UAVs are suitable in IoBT to leverage precise 
military setups to process UHD frames with precise 
boundary demarcation and surveillance operations. 
5G-TI channels support UAV swarms for accurate 
flight control and route information, even in the 
case of intermittent connection setups.

Blockchain for IoBT Applications
BC is a decentralized ledger that records trans-
actions as immutable ledgers and stores them in 
blocks, linked through a hashed chain of ledgers 

[11]. Thus, BC preserves auditability and chronol-
ogy in transactions that support the wide array of 
IoBT applications. BC derives data from weapon 
systems, commands, and controls, sensor grids, air-
craft, and network channels, and maintains trust 
and sustainability among military stakeholders, even 
in hostile conditions. BC ledgers mitigate malicious 
UAV interference and prevent a wide array of mali-
cious attacks like side-channel, UAV impersonation, 
DDoS, and routing (blackhole and wormhole) 
attacks in the UAVCN. In IoBT, energy-efficient 
consensus mechanisms like proof of authority, 
leased proof of stake, and IOTA is suitable over 
private or consortium chain structures. Figure 1 
presents a possible integration scenario of BC and 
5G-TI-assisted UAVs for secured data access and 
responsive communication in IoBT setups.

Integration of IoBT Technical Drivers
As discussed in the aforementioned discussions, 
5G-TI supports real-time latency in communi-
cation between UAV swarms and GCSs, which 
assists IoBT operations [12]. Through the mobility 
model, the UAV swarm controller can communi-
cate with peer UAVs in its range and is supported 
through edge offloading to satisfy a large number 
of requests. Thus, the proposed scheme addresses 
the gaps in earlier approaches through a respon-
sive and resilient edge offloading network. This 
supports key operational tasks like unified path 
planning, barrier avoidance, and route formation. 
To envision trust and immutability, we present 
verified transactional BC-ledgers, The records are 
stored in IPFS and accessed by a GCS through 
GCS private key. The data communicated over 
open channels are encrypted and signed by GCS, 
and encrypted with a UAV public key. Thus, the 
integration supports secure and trusted region 
demarcation and surveillance setups. 

The Proposed Scheme
In this section, we present the layered architec-
ture of the proposed ecosystem for the BC-en-
visioned 5G-TI-assisted UAV access scheme in 
IoBT setups, specifically for region demarcation, 
and surveillance operations. Figure 2 presents the 
details as a two-layered scheme, namely, the mili-
tary surveillance layer and the UAV and BC layer.

Military Surveillance Layer
In this layer, we assume IoBT operations between 
two countries, MA and MB. In both MA and MB, 
we consider entities denoted as E = {EMP, ED, EPO}, 
where EMP represents military personnel, ED rep-
resents diplomats, and EPO presents peace organi-
zations. To ensure IoBT operations, such as region 
demarcation of common boundaries of MA and MB, 
and surveillance operations at demarcated zones, 
we consider UAV swarms SA and SB for MA, and 
MB, respectively. Both SA, and SB are also respon-
sible for boundary demarcations. For MA, the land, 
air, and water boundary zones, are represented as 
{AL AA, AW}, and similarly, {BL BA, BW} for MB.

The captured surveillance and region demar-
cation data is denoted as DS, and DRD, and is 
stored by SA and SB, respectively. In DS, we store 
{LP, MUAV, VMI, VC, T, Vper}, where LP denotes the 
latitude and longitude information of the surveil-
lance area, MUAV denotes the swarm of monitoring 
UAVs, VMI denotes the UHD video meta-informa-
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tion, VC, denotes the video content, T denotes the 
video capture timestamps, and Vper denotes the 
video capture period. For DRD, we store {TDB, LDB, 
LD, IDB, VDB, T}. TDB denotes the demarcation type 
(land, air, or underwater), LDB denotes the latitude 
and longitude information of the demarcation 
boundary, LD denotes the demarcation length (in 
square kilometers), and IDB and VDB denotes the 
UHD images and videos, respectively, of demar-
cated zones. The records stored by SA and SB are 
accessed by E = {EMP, ED, EPO} through stored keys 
in the IPFS ledger. For both VC and VDB, real-time 
and responsive live streaming is critical so that 
unidentifi ed intruders or objects are restricted from 
entering the surveillance and demarcated regions. 

UAV and Blockchain Layer
In this layer, we propose the UAV and BC layers. The 
details of each sublayer are presented as follows.

5G-TI-assisted UAVs: Based on captured DS
and DRD, UAVs SA and SB initialize the coverage 
areas (drone cells), represented as CAA, and CAB, 
respectively. UAVs are equipped with camera, posi-
tion, and altitude measurement sensors. For both 
CAA, and CAB, at the GCS, two entities, GCSman and 
Scon, are proposed to monitor virtualized manage-
ment services. Scon is the UAV swarm controller, 
whereas GCSman sets up the UAV flight control 
parameters and UAV stabilization parameters. At 
GCSman, based on coverage drone cells CAA and 
CAB, TI service is set up to manage UAV setup 
SUAV = {QSA, QSB, VSA, VSB}, where QSA and QSB rep-
resent the UAV altitude Euler angles, and VSA and 
VSB represent the driving velocity of the UAV in 
the coverage range. SUAV sets up Scon, which initi-
ates UAV mobility, to set and position all UAVs to 
start the journey with initial Euler angles, and also 
decides the horizontal speed and angular momen-

tum of UAVs, denoted as bV and wV respectively. 
In each drone cell, ∀ CAX : CAX = {CAA, CAB}, and 
a swarm leader selection algorithm is set up to 
manage route and cooperative path [13]. Once 
all UAVs are stationed over a surveillance range 
s, mobility position is secured via MGMM. We 
position the UAVs in an n  n grid G. We assume 
the initial position of any UAVk in G to be (xk, 
yk). To determine the next move, we have four 
coordinate possibilities in the grid, namely {(xk–1, 
yk), (xk, yk–1), (xk–1, yk–1), and (xk+1, yk+1)}. The 
selection patterns depend on the joint decision ∀
UAVk in CAX, and the grid mobility stabilizes after 
a few iterations. With TI service, the UAV swarm 
selection is completed in 1/8 ms, and oral prop-
agation messages are delivered in 1/50 ms [13].

Once UAVs are stationed, they start the cap-
ture process of real-time images and video feeds 
to be streamed at the GCS node. To support the 
operations, we assume that Scon is assisted through 
a 5G-task off loading process by a local edge node, 
denoted by Led. Scon creates a task Tk = {Ts, Cs, 
tumax}, where Ts denotes the task size, Cs denotes 
the required number of CPU instruction cycles 
of Led, and tumax denotes the permissible latency. 
An off loading request Tkreq is placed by Scon to Led, 
which offloads Tk bits to the edge server through 
the uplink 5G-TI channel. Led sends lkTk bits back to 
Scon through the downlink TI, with constraint lk < 1. 
Ideally, edge computing time tkoff  by Led is computed 
as lkTk/Pk

i, where Pk
i is the local computing capability 

of ith processor at Led. The edge offload response 
time Toff

res is wclkTk(fc2), where wc is the computing 
power, and fc is the computing chip latency. During 
fl ight setups, SA and SB capture images and real-time 
videos to be streamed at the GCS. For the same, 
in each drone cell CX, UAVs position themselves 
strategically to capture live VC, VDB,, and VI, which 

FIGURe 2. The proposed reference architecture for region demarcation and military surveillance in IoBT ecosystems.
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support region surveillance and boundary demar-
cations. For captured images and videos, to locate 
and track intruders, object detection algorithms are 
set up. For still images, faster region convolutional 
neural networks (RCNNs) are a preferred choice 
due to customization in the training and detection 
model. The task is critical in the case of AW zones, 
and thus gamma correction is essential for imag-
es, denoted as VI = A. VC

g. For g < 1, the object 
detected parts are highlighted, and the rest of the 
image is suppressed. Normally, a value of g = 0.6 is 
considered suitable for maximum object detection 
accuracy. For video object detection, you-only-look-
once (YOLOv3) with a single-shot detector (SSD) is 
a preferred choice, due to low localization losses.
Based on default box and ground truth box values, 
confidence value C is captured for object detection.

BC and Hyperledger-Driven Contracts: At 
the UAV layer, UAVs SA and SB capture DS and 
DRD. The captured data is then encrypted and 
signed using the GCS key. The data is then 
stored in IPFS, and every E = {EMP, ED, EPO} can 
access the data through its respective IPFSkey. 
Each record R stored in IPFS is searched through 
index-key value. For the index, the records are 
pointed by a hashed form of R, and the refer-
ence is stored in the main BC ledger. Storage 
of R is added to BC as a transactional ledger, 
and as the data is referenced securely, it evades 
security attack vectors like fake certificate gener-
ation, timestamp attacks, man-in-the-middle, and 
denial-of-service floods. For international treaty 
setups among E, smart contracts (chain åcodes) 
are initiated in hyperledger fabric (HF) and exe-
cuted as secured docker containers. Both MA 
and MB acts as hyperledger client nodes, denot-
ed as HF(Cln) = {MA, MB}, and initiate a com-
mon proposal (transaction) P = {A, SL}, where 
A denotes the asset, and SL denotes the shared 
ledger state. P is sent to the chain-code stub 
interface through an application programming 
interface (API) call. A hyperledger channel C(HF) 
is initialized by HF, and P is forwarded to endors-
ing peer Ep. Ep verifies client signatures, simulates 
the HF transaction in container C(P), and sends 
the endorser signature Ep(Sig) to HF ordering 
service Oq. Oq commits transactions for client 
HF(Cln). Post transaction, SL is updated to state 
COMMIT, and contract is executed successfully.

Performance Evaluation: 
A Case Study

In this section, we test the viability of the pro-
posed scheme against traditional approaches. 

Tuning Parameters
To ensure uniformity in simulation, we have 
assumed a distributed homogeneous work-
bench, and the experiments are carried out on 
Intel®Core™ i7-960X at 3.2 GHz, with 8 GB 
RAM. For BC node setups, we considered Hyper-
ledger Besu, designed for permissioned networks. 
We consider a total of 150 submitted assets and 
monitor the transaction rate. Data storage is sup-
ported through IPFS storage, and for mining pur-
poses, a Nvidia RTX 1650 graphics processing 
unit is considered, connected to 1 GbE ethernet 
switch. Table 2 presents the details of the tuning 
parameters in the design.

Traditional LTE-Based 
Cloud Service Setups

In traditional surveillance applications, UAV SA 
and SB are positioned with camera, GPS, and mea-
surement sensors. They are controlled through 
cloud-based GCS services for semi-autonomous 
control. UAVs are present with communication 
interfaces, UAV-GCS, and UAV-UAV communi-
cation over 4G-LTE/LTE-A channels. The UAV 
interfaces send/receive telemetry data, includ-
ing GPS information, {bv, wv, QSA, QSB}. Each UAV 
in Scon is initialized with initial coordinate posi-
tions, and the transaction information is stored in 
cloud-based infrastructures. Figure 3 presents the 
schematics of the traditional ecosystem. UAVs 
collect UHD images from common orthogonal 
frequency-division multiplexing (OFDM) channels, 
which operate at 1 Gb/s with GCS. The captured 
UHD images and live feeds are compressed and 
then transmitted to GCS through standard lossless 
compression techniques.

Efficiency of the Proposed Scheme
In this section, we evaluate the performance of 
the proposed scheme against the traditional eco-
system. We consider two experimental bench-
marks:
• UAV-to-UAV via GCS (cloud servers), repre-

sented as UAV-UAV-GCS (without BC).
• UAV-to-UAV via GCS (with BC), represent-

ed as UAV-UAV-GCS (with BC). The perfor-
mance is analyzed over 5G-TI channels.
We present the potential benefits of BC adop-

tion in transaction verification in the network. 
Figure 4a presents the details. Based on simula-
tion parameters defined in Table 2, verified trans-
action rate is defined as VX/VTC, where VX is the 
authenticated and timestamped GCS data from 
{VC, VDB}, and VTC is the total data. We consider 
that 150 transactions are captured. Initially, with 
few messages, all transactions are verified via 
GCS, but as transactions increase, due to high 
cloud server latency, packets are delayed or time 
out [14]. For example, the success rate of UAV-
UAV-GCS control for 100 messages is 48.12 
percent for UAV-UAV-GCS (without BC), com-
pared to 63.45 percent for UAV-UAV-GCS (with 

Table 2. Tuning parameters for UAV-UAV-GCS communication.

Parameters Values 

Communication protocol IEEE 1918.1 BS evolved nodeB (eNB) (UAV-UAV-
GCS), LTE eNB (UAV-UAV-GCS)

Number of GCSs 2

UAV coverage area 1830  1830 m 

UAV swarm 15

UAV placement Random

UAV height 13,200 ft 

UAV payload 8 kg

Hyperledger assets 150

UAV operational velocity 63 mph

Transmission packet length 512 bytes

Transmission power 100 mW (UAV-UAV)
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BC), which shows 31.85 percent improvement. 
This indicates that BC ensures higher transac-
tion validity for open compromised channels, 
and thus ensures the integrity of the critical IoBT 
data. As the 5G-TI channel is considered, due to 
low latency, the transaction validity is maintained 
for high-traffi  c and dense regions.

Next, we investigate the performance of 
5G-TI channels against the standard baseline 
4G-LTE/LTE-A network for parameters percent-
age of frame loss and frame processing latency. 
In traditional schemes, 4G-LTE/LTE-A channels 
multiplexed with OFDM can provide a maxi-
mum throughput of 1 Gb/s. Compared to this, 
the 5G-TI channel supports a data rate of 20 
Gb/s [15]. The captured DRD consists of IDB, 
which are 4K UHD images of resolution 4096 
 2160 pixels. We consider a monochrome (8 
bits) single-color image, compressed with lossy 
compression technique, with a compression 
factor of 0.75 for demonstration purposes. Fig-
ure 4b presents the details. To process 600 IDB
compressed frames, 4G-LTE channel requires 
10.61 s, whereas 5G-TI channel requires 0.53 
s. Thus, for the RTT measure, 4G-LTE requires 
21.22 s, and 5G-TI takes 1.06 s. As IoBT opera-
tions require real-time telemetry support, the net-
work has to maintain consistent low RTT <1 ms. 
To maintain the RTT measure, 96.86 percent of 
total frames are lost, while the loss in the 5G-TI 
channel is 37.20 percent. The average loss in 
4G-LTE is 94.07 percent of total frames, while 
in 5G-TI, the average loss is 18.42 percent. 
Thus, 5G-TI-assisted UAVs can consistently deliv-
er more precise and accurate DS and DRD data 
at the designated latency.

Finally, we present the impact of processing 
latency on 5G-TI channels compared to the con-

ventional 4G-LTE channel. Figure 4c presents the 
simulation details. In IoBT, real-time surveillance 
is critical. For the same, in the case of 40 fps, 
the processing latency of the 4G-LTE channel is 
2.2133 s, compared to 0.1061 s in the 5G-TI chan-
nel. The average processing latency of the 4G-LTE 
channel is 1.85 s, compared to 0.092 s in 5G-TI 
channels. Due to the low processing latency of 
TI channels, precise DRD is possible over a UAV 
drone cell.

Open Issues and Future research
This section discusses the research challenges 
of integrating BC and 5G-TI in UAVs for IoBT 
ecosystems.

NetWork Connectivity
Due to high UAV mobility, UAVs suffer through 
intermittent and irregular connectivity. The issue 
is more intensified in extreme climatic regions, 
where the wireless connectivity service drops 
from 5G to baseline 4G or lower networks. Due 
to this, data transmission is interrupted, which 
might result in delays in UAV communications, 
thereby aff ecting the responsive and mission-criti-
cal IoBT applications.

SynchroniZation and Energy Management
In multi-UAV systems, due to the dynamic nature 
of the communication network, frequent hand-
off s between drone cells and UAVs are forwarded 
to BS results in packet drops, and aff ect the over-
all stability of the multi-UAV communication. In 
such scenarios, a soft hand-off  state is preferred, 
but the same might result in disconnected data 
offloading. Proper mechanisms are required as 
the issue is more problematic due to varying 
topology and dynamic connection links.

FIGURe 3. Case study: traditional UAV military surveillance through cloud-based GCS.
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SWarm Leader Election
In a UAVCN, the swarm leader is selected with 
high computational power, as it has to support 
multi-relay dissemination. Thus, proper energy 
harvesting between UAVs for energy exchange 
is required for longer network lifetime and pro-
longed service period of UAVs during mission-crit-
ical surveillance operations.

Channel Access
Due to thre common channel, effective medi-
um access and the collision avoidance strategies 
are required to reduce the probability of pack-
et drops. In wireless channels, due to high error 
rates, signal interference, path reflection, and 
diff raction result in intersymbol interference and 
wireless spread. To address the limitations, non-or-
thogonal multiple access (NOMA) strategies are 
a preferred choice, as compared to orthogonal 
access, NOMA provides higher spectral effi  cien-
cy for multiple UAVs simultaneously. NOMA uti-
lizes the same frequency for all UAVs and also 
addresses the limitations of noise interference in 
neighboring channels through successive interfer-
ence cancellation (SIC) techniques. 

Restricted Zones
In restricted flying zones, only authorized UAVs 
are allowed to operate. Thus, responsive identi-
ty authentication of UAVs is critical. If restricted 
zones are in dense areas, effective load balanc-
ing of a BS is required. For the same reason, the 
BS needs to deploy micro and sectorized cells to 
address the traffi  c requirements in a better manner. 

Data Privacy
Any authorized stakeholders can access the 
IPFS ledger through a secure IPFS key. How-
ever, an adversary might propose an informed 
attack to know the IPFS content hash and 
access the stored data sequence. Based on data 
sequences, meta-content in an on-chain led-
ger might be traced as the IPFS hash acts as 
an external reference to main ledgers.Current-
ly, to address the issue, no-inbuilt solutions are 
provided by IPFS, and the issue is addressed 
through the inclusion of cryptographic primi-
tives, which protects the user data through pri-
vate membership of the IPFS ledger. This adds a 
burden on the overall architecture, which limits 
the scalability of the operations. 

Energy Efficiency vs. Communication 
Latency Trade-off

Due to small cell 5G femtocells, a large number 
of BSs are required to communicate with UAVs 
through short-range communication. This results in 
increased overhead on wireless channels, and sub-
sequently aff ects the energy consumption of the 
BS. Thus, BS communication with UAVs is aff ect-
ed, and the communication latency increases. 
The control protocols employ dynamic schedul-
ing operations with UAVs, which are resource-in-
tensive. Thus, reduction of latency requires high 
resources at the BS, and an optimal fi t of energy 
vs. communication is required to maintain consis-
tent service availability for a longer duration. 

Conclusion
The article proposes guidelines for a BC-lever-
aged 5G-assisted UAV access scheme in IoBT for 
region demarcation and surveillance operations. 
In IoBT ecosystems, real-time and responsive mil-
itary setups are critical to support connected and 
networked infrastructures. Through 5G-TI. UAVs 
are powered to process UHD images and videos 
at ultra-low latency and constant availability. How-
ever, as the data is communicated through open 
untrusted channels, BC preserves trust and confi-
dentiality of sensitive military data to be accessed 
and shared between IoBT stakeholders. BC-assisted 
UAVs can communicate with GCS securely with 
low attack vector probability. A reference scheme 
is proposed for consortium BC, and hyperledg-
er-driven chain codes are presented as part of 
the scheme that ensures automated transactions 
among neighboring countries. The scheme is val-
idated through a comparative analysis with con-
ventional cloud-based GCS support, and baseline 
OFDM multiplexed 4G-LTE/LTE-A channels for 
comparative evaluation against the proposed 5G-TI 
channel. The results demonstrate the efficacy of 
the scheme, which supports the IoBT surveillance 
and demarcation operations. Finally, open issues 
and possible research directions are presented. 

As part of the future scope of the proposed 
work, the authors would like to investigate 
NOMA-based multiple-UAV access that improves 
the reliability in TI channels through SIC. In a 
given spatial range, power allocation in NOMA 
UAVs ensures data secrecy, user fairness, and 
higher spectral efficiency, which ensures higher 
throughput in IoBT ecosystems.

FIGURe 4. Performance evaluation: comparative analysis of 5G-TI and BC-assisted UAV communication against traditional (cloud/base 
station) approaches: a) reduction in unverified transactions via BC; b) pixel loss vs. number of frames; c) transmission time vs. frame rate.
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