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In this paper, we propose a mobile blockchain (MB) based mining-as-a-service (MaaS) scheme, MB-
MaaS for resource-constrained industrial internet-of-things (IIoT) environments. The scheme addresses 
the research gaps of fixed static allocation for miners to perform computationally intensive mining tasks 
through a multi-hop computational offloading (CO) scheme and addresses an auction mechanism for a 
fair bidding process among the miner nodes. The scheme operates in three phases. In the first phase, 
a multi-hop CO scheme with a fair incentive policy is formulated for miners. The CO schemes offer 
guaranteed offloading services to mobile devices from far-edge systems through a chain of neighbor 
nodes. Then, in the second phase, MaaS is proposed to leverage expensive mining tasks through 5G-
enabled pico/femtocells. Integration of 5G allows massive end-to-end device and service connectivity. 
As IIoT ecosystems have limited memory and compute requirements, MaaS assures that the proposed 
consensus has a responsive validation and mining time. To make the data exchange in the consensus 
process lightweight, and allow a large number of sensors to share the data in a lightweight manner, 
an effective consensus mechanism Lightweight Proof-of-Proximity (LPoP), is proposed that forms group 
validations instead of single block validation. The data is exchanged through javascript object notation 
(JSON) format, maintaining a steady transaction rate. MB-MaaS is compared against the existing scheme 
for parameters bid thresholds and request servicing times, and mining and consensus formation. For 
example, the request serving time at 12 requests is improved by 56.78%, and a significant improvement of 
26.47% is observed for processed blocks; parsing time on average is improved by 7.89%. The comparative 
analysis suggests that the scheme is more efficient than other competing approaches.

© 2022 Elsevier Inc. All rights reserved.
1. Introduction

Over the past decade, in the manufacturing sector, Internet of 
Things (IoT) ecosystems, including those in industrial IoT (IIoT) 
settings, have witnessed a significant increase in the deployment 
of sensors in low-powered IoT nodes. The sensor deployment is 
required to be planned judiciously, and recent schemes have sug-
gested carrier-based deployment algorithms in IoT [6]. These (large 
number of) integrated sensor nodes generate significant data, 
which needs to be analyzed at nodes (e.g., edge nodes) with low 
storage and computing capabilities to enhance the user’s quality 
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of experience (QoE), for example, by reducing latency and delays. 
Mobile cloud computing infrastructures, for example, are deployed 
in IIoT ecosystems to support business analytics over open wire-
less channels. However, there are known limitations in this Mobile 
cloud computing-based infrastructure. Examples include inefficient 
load-balancing, service bottlenecks, centralized point-of-failures, 
end-user (EU) latency, and security attacks [27]. This necessitates 
the design of approaches to minimize computational overheads in 
IIoT settings without affecting security and privacy features.

There have been studies focusing on designing more efficient 
edge-based infrastructures over mobile edge computing (MEC), 
which enable seamless interaction with IoT sensors within cellular 
proximity of 1-2 hops [35], in an attempt to improve user experi-
ence and allow decentralization of service and network operations. 
However, in MEC infrastructures, data is forwarded to edge nodes 
(EN) over open wireless communications (e.g., using Zigbee, Blue-
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tooth, and Z-Wave) that are power-hungry and resource-intensive. 
In other words, the open challenge is to design long-distance 
low-powered, energy-efficient, and space-constrained protocols for 
implementation in IIoT-based ecosystems. Moreover, sensor data 
spans heterogeneous autonomous systems through multiple IIoT 
stakeholders. Thus, there are also trust, and privacy considerations 
in such MEC-based constrained ecosystems.

There have been various solutions designed to facilitate privacy-
preserving and trustworthy analytics, such as those using fifth-
generation (5G) services and blockchain (BC). Also, owing to the 
shift of industrial operations towards massive customization and 
personalization, as presented with Industry 5.0 vision [23], a large 
amount of sensor integration and control is required. To enable 
seamless connectivity among devices, sixth-generation (6G) net-
works are also integrated with IoT solutions. A recent study by 
Lin et al. [19] has addressed the sensor integration with IoT un-
derlying 6G communication channels. The scheme also addresses 
the security and privacy of data information through a proposed 
multi-objective problem. An ant colony optimization (ACO) algo-
rithm is proposed that assures secure transfer of information and 
hides the sensitive attributes.

MEC simplifies the network functions at the 5G-radio access 
network (RAN) core units, which orchestrates virtual networking 
functions to allow seamless transfer of data, which can support a 
range of applications related to smart transportation, energy, un-
manned aerial vehicles, healthcare, and others. 5G-MEC in IIoT 
setups would require low-powered resources, and thus to induce 
security and trust in such environments, BC is preferred. How-
ever, IIoT requires the support of lightweight validations, through 
effective consensus, that can be tailor-made to suit the partic-
ular application. A stripped-down version of BC, called mobile 
blockchain (MB), is more suitable that can be supported through 
low-powered hashing algorithms, which are perfectly suitable to 
edge environments [26]. The mining services would require low-
energy consumption and, in case of heavy tasks, can be supported 
through an assisted Mining-as-a-Service (MaaS) ecosystem. How-
ever, while delegating tasks to MEC servers and validating trans-
actions through MaaS, fair incentives for miner nodes are impor-
tant. 5G-enabled MEC with MB in IIoT based ecosystems can be 
used to design a secure, trusted, scalable, responsive, and low-
powered solution for data exchange among IIoT sensors. In BC-
enabled MEC ecosystems, the EU can request real-time services 
based on effective pricing policies through EN, and data is of-
floaded through nearby edge devices [33]. To exploit the same, 
EN provides content-based caching services based on location and 
contextual queries of the EU. In case data is not present at the EN, 
a multi-hop offloading process is executed in the background to 
service EU request [13]. However, the data offloading process be-
tween EU and EN involves a transactional entry to be stored in 
a distributed ledger. In public BC, miners need to solve resource-
intensive and complex Proof-of-Work (PoW) puzzles whose nonce 
value is smaller than the pre-specified target hash value. To solve 
the PoW puzzle, miners require high computational resources 
(CPU, memory, I/O, disk) and energy sources to solve PoW puz-
zles, which is not a scalable solution for energy-constrained IIoT 
applications. Thus, for IIoT applications, a consortium BC is a pre-
ferred approach. A consortium BC is permissioned and is managed 
through a group of collaborative entities that participate in the sys-
tem. The participating entities manage the network policies, and 
consensus principles [7]. Research studies have suggested it as a 
viable choice to deploy a fast, resilient, and scalable BC. A permis-
sioned network consumes less energy and power for block valida-
tion than public BC. However, a fair election process for validators 
(miners) is required to assure fairness in miner node selection.

To address the scalability issues of BC, a consensus mechanism 
for low-powered IIoT environments is proposed by Huang et al. 
2

Table 1
Acronyms and notations.

Acronyms Meaning

MB Mobile Blockchain
EU End User
EN Edge Nodes
ES Edge Server
BC Blockchain
CO Computational Offloading
ESP Edge Service Provider
E Entity set
Ex Any entity x (Eg. EC S is entity CS}
CS Cloud Server
Un User n in User entity EU

Sm Sensor m in Sensor set
Dn Data generated by user n
D Sm Data present at sensor node Sm

Aq requested allocation by qth miner
Bq bidding price for the allocation by qth Miner
CUn Crypto currency available in Wallet W Un

W inI D Winner ID (=1, if resource is granted) of corresponding miner
Wtotal Total number of winners decided by Entity E E S

Wthreshold Maximum threshold number of winners
VM ID Identity of Virtualization Model

[14]. The article discusses the limitations of centralized systems 
and how the systems are attack-prone owing to the single-point-
of-contact. The authors proposed the integration of blockchain (BC) 
as a potential solution. To address the resource-intensive compu-
tation, they proposed a lightweight credit-based PoW mechanism 
based on direct acyclic graphs. In general, lightweight security 
mechanisms like elliptic-curve-cryptography (ECC)-based shared 
key, Diffie-Hellman (DH) signatures, and advanced encryption stan-
dard (AES)-128 in cipher block chaining modes are applicable in 
constrained IIoT [30]. Still, the systems are required to commu-
nicate data between nodes, where the behavior of a sensor node 
might be malicious. Thus, in distributed setups, to assure that the 
communicated data has not been tampered with, blockchain (BC) 
is the preferred choice. The only constraint is the expensive mining 
operation cost, which can be addressed by requesting the min-
ing resources as services from edge nodes. Recently studies have 
suggested that integration of BC in IoT setups through lightweight 
consensus is a more preferred approach to assure reliable transfer 
[12]. Via 5G-MEC ecosystems, miners are granted mining resources 
as services, termed as MaaS from nearby stationed edge servers 
in dense pico/femtocells [10,32]. Deploying small cells improves 
bandwidth issues and provides high mobility to miners and the 
EU in BC. Computational offloading (CO) designed to expedite low-
powered consensus and energy-efficient block formation is termed 
MB [34]. CO also needs a proper pricing scheme for providing re-
sources to the miners by an EN. The pricing scheme is necessary 
to pay offloaded resources to the EN. Table 1 presents the lists of 
acronyms and notations used in the paper.

1.1. Motivation

5G-enabled MEC infrastructures are deployed in constrained 
IIoT setups to address the challenges of EU latency and balance the 
overall loads on the nodes in the network. Resource-intensive tasks 
are offloaded to MEC nodes, and thus in such infrastructures, trust 
among the exchanged data is a prime concern. Thus, BC leverages a 
trusted chronology among the exchanged data. With BC inclusion, 
researchers have proposed MaaS with PoW to address the compu-
tational requirements and have proposed solutions where optimal 
scenarios of offloading and resource maximization are required. In 
such cases, the BC processes become lightweight, and MB is en-
visioned. However, another critical aspect is the fairness of PoW, 
which is often questioned on Byzantine security levels (network 
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Table 2
Relative comparison of existing state-of-the-art approaches.

Authors Pico/Fe-mto 
Cells

MaaS Energy-
efficient 
consensus

Caching Offlo-
ading

Technique used Environment

Liu et al. [20] ✗ ✗ ✗ � � Edge-based CO scheme based on stochastic 
geometry theory

Wireless Mobile BC 
networks

Bhattacharya et 
al. [2]

� � ✗ � � Low-Latency content caching and offloading 
strategy in BC

BC-based MEC 
infrastructures

Liu et al. [21] ✗ ✗ ✗ � � D2D-caching and offloading strategy based on 
alternating direction method of multipliers 
(ADMM) model

BC-based MEC framework

Xiong et al. [31] ✗ � ✗ � � Optimal pricing schemes for miners based on 
sub-game perfect equilibrium and Stackelberg 
Game

Cryptocurrency mining and 
pricing.

Jiao et al. [15] ✗ ✗ � ✗ � Auction-based edge computing in BC with 
low-powered resource allocation for miners 
based on social-welfare maximization 
strategies

Low-powered IoT

Li et al. [18] � � ✗ ✗ � Parallel encrypted-offloading of tasks of mobile 
users to edge-servers

Encrypted IoT environments

Wang et al. [28] ✗ ✗ ✗ � � An optimal winning-bid model based on 
Vickrey- Clarke-Groves (VCG) based auction 
mechanism that achieves computational 
efficiency

Mobile-Device Clouds

Liu et al. [22] ✗ � ✗ ✗ � The smart contract based double auction 
mechanism to achieve the total utility of the 
auction participants

Wireless Mobile BC 
networks

Chen et al. [5] ✗ � ✗ ✗ � Multihop computational offloading for data 
processing and mining tasks

Blockchain empowered IIoT

Li et al. [17] ✗ ✗ � ✗ ✗ Energy efficient consensus mechanism E-Raft 
for autonomous underwater vehicles

Blockchain based Multi-
AUV system

T. et al. [1] ✗ � � ✗ ✗ A Machine learning Consensus based 
Light-weight Blockchain (MCLB) that is 
proposed for IoT environments, where edge 
nodes runs ML algorithm for consensus

Resource constrained IoT 
environment

MB-MaaS
(The proposed 
approach)

� � � � � A CO scheme based on energy-efficient mining 
schemes based on fair incentive policy

Resource-constrained IIoT.
security in case an attacker holds less than 50% of power), and se-
curity of the algorithm in case the validator is malicious. PoW is 
tilted towards high computing machines and electric power and 
thus is not good for a fair economic model. Thus, to address the 
gap, the proposed scheme, MB-MaaS proposes a multi-hop offload-
ing scheme coupled with a fair auction protocol that allows miners 
to get employ fair reward fees for mined transactions based on the 
distance of EN from the miner. This addresses the issue of dele-
gating MaaS to far-away nodes, which was not addressed in earlier 
approaches.

To address the gaps of responsive device caching and contex-
tual service offloading [13,33], the paper proposes small femtocells 
for resource delegation so that pending tasks may be offloaded to 
neighboring EN based on available allocations. Finally, to address 
the gaps between resource-intensive and energy-efficient consen-
sus [34], we have proposed a novel consensus LPoP that cycli-
cally forms group block validations, with non-conformant nodes 
marked as invalid. Thus, the proposed scheme MB-MaaS leverages 
an efficient and scalable solution to address issues of EU latency, 
responsive caching, and energy-efficient consensus formation for 
constrained IIoT ecosystems.

1.2. Research contributions

Following are the research contributions of this paper.

• A fair reward and incentive policy for miner nodes through 
multi-hop CO chain structure in BC-enabled 5G-MEC with 
proximity-based content caching strategy based on EN geolo-
cation.
3

• An algorithm for 5G-femtocell based MaaS is proposed, re-
ducing EU latency constraints and expediting resource require-
ments through ES to miner nodes.

• An energy-efficient consensus LPoP is proposed as a light-
weight and scalable solution for resource-constrained IIoT 
ecosystems.

• The limitations of the proposed scheme regarding security is-
sues, BC node characteristics, collusive bidding, and femtocell 
design are discussed, with future work directions.

1.3. Layout

The rest of the paper is organized as follows. Section 2 presents 
the existing state-of-the-art schemes. Section 3 discusses the sys-
tem model and the problem formulation. Section 4 discusses the 
proposed scheme that addresses the research gaps in existing 
schemes to leverage an efficient mining and consensus solution 
for low-powered IIoT sensor integration. Section 5 discusses the 
performance evaluation. Section 6 discusses the limitations of the 
proposed scheme and also discusses the future scope of the work. 
Finally, Section 7 concludes the paper.

2. State-of-the-art

This section presents the concise findings of the existing state-
of-the-art approaches in a similar domain. Table 2 shows the rela-
tive comparison of the existing state-of-the-art approaches. For ex-
ample, Liu et al. [20] proposed a wireless MB framework with edge 
devices connected to EN, and requests are offloaded to facilitate 
mining tasks based on stochastic geometry. To address issues of 
load-balancing and EU latency, Bhattacharya et al. [2] proposed an 
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incentive MaaS strategy in MB through 5G Femto-cellular services 
to support CO. Authors in [21] proposed CO and content caching 
strategies to handle increased traffic in wireless BC through MEC 
support. To exploit the same, the authors have considered two of-
floading scenarios, one to a nearby access point (mode 0) and the 
other to a group of device-to-device (D2D) users (mode 1), and the 
decision of cache strategies are formulated. However, the limita-
tion of this paper is that AP can fail to serve all the requests of the 
network. In addition, the D2D approach can increase the overhead 
in the system. Xiong et al. [31] proposed edge computing services 
in MB and proposed fair incentive schemes for miners based on a 
two-stage Stackelberg game that maximizes peer-profits of ES and 
miner entities. Nevertheless, they proposed a scheme limited to a 
single entity ESP, which can increase the overhead on the ESP. Also, 
ESP might not have sufficient resources to serve all the miners. 
Authors in [15] proposed an auction-based social welfare maxi-
mization scheme for resource allocation in MB through entities ES, 
BC-owner, and MB users, with polynomial time complexity. As a 
limitation, this scheme also depends on a single entity ESP. Li et 
al. [18], proposed POEM+ pricing scheme for resource allocation 
for multi-buyer and seller environments. In the scheme, auction 
allocation is divided into discrete slot units, and the scheme’s per-
formance is compared to single allocation schemes. However, the 
scheme has not deployed any consensus mechanism between min-
ers. MEC is also responsible for serving the requests, which can 
cause overhead on the edge server and system might lead to la-
tency and efficiency issues. Authors in [28] [4] proposed improved 
versions of [18] scheme through rRAND, MATCH and multi-round 
auction algorithm LNESTLE. Authors in [22] have proposed the 
smart contact-based double auction mechanism long-term auction 
for mobile blockchain (LAMB) to achieve the total utility of the 
auction participators. The smart contract provides automatic exe-
cution and guarantees long-term performance as well. Lastly, they 
have simulated the results and compared them with the already 
existing algorithm WBD. However, this scheme uses the Proof-
of-Stake (PoS) mechanism, which can be inefficient to build on 
mobile devices. As well as, the traditional consensus mechanism 
consumes more energy while deployed on mobile devices. To ad-
dress the malicious behavior of sensor nodes, Djenouri et al. [8]
proposed a deep learning scheme in Internet-of-Everything (IoE) 
setups. The authors proposed deep neural networks and integrated 
evolutionary algorithms to detect the outlier behavior of sensor 
nodes. The scheme evaluated the time series capture of sensor 
readings via a recurrent neural network and fine-tuned its perfor-
mance through a genetic and bee-swarm evolutionary method that 
improves the training time. Authors in [9] proposed distributed 
knowledge graphs in 5G setups to propose that assures privacy-
preservation in distributed network sites. They applied knowledge 
mining graphs to resolve the context and find the associative map-
ping. Chen et al. [5] have considered the multihop communication 
in the Blockchain environment for two tasks, one is a normal task 
which is the data processing task, and the mining task, which 
performs the PoW in the blockchain environment. They have de-
veloped an algorithm that considers both approaches in blockchain 
empowered IoT elements. As well as, they considered the offload-
ing game to prove the Nash equilibrium (NE) in the game. Then au-
thors have proposed the distributed message exchange to achieve 
NE for low computational complexity. But, the scheme is limited 
to LTE technology which can increase the latency in the system, 
while the use of 5G can eliminate the latency issues in the pro-
posed scheme. To address the limitations of the above-mentioned 
research, we have considered the multiple entities (E E S , E E S P , and 
EC S ) to serve the offloading requests. Also, we have proposed the 
MaaS scheme and lightweight energy-efficient consensus mecha-
nism (LPoP) for mobile blockchain and IoT environments, consider-
ing 5G technology.
4

3. System model and problem formulation

This section discusses the system model and problem formula-
tion.

3.1. System model

A BC-envisioned 5G-MEC scheme MB-MaaS is proposed to ad-
dress CO, EU latency, and energy-efficient consensus for mining 
schemes in constrained IIoT ecosystems. Fig. 1 depicts the pro-
posed flow. The proposed scheme considers that the EU requests 
resources from ES, and if the request is not resolved at ES, it can be 
forwarded to an edge-service provider (ESP) that proposes an auc-
tion mechanism with ES to grant resources. Meanwhile, ESP can 
offload requests from Cloud Servers (CS), which are near to ESP 
through virtualization models (VM), and price fixation is commu-
nicated to ESP through CS. Based on the bidding pool, ESP forms a 
price-based auction with ES to maximize profit. To formulate the 
same, the scheme considers the EU entity EU that requests re-
sources from ES. In the scheme, we consider a total of n EU in 
the ecosystem. Any nth EU Un generates data Dn through IoT sen-
sor nodes which are captured and sent via IoT aggregator A based 
on encrypted key-value mapping pairs through a shared session 
key Sk . The encrypted, stored data is forwarded to miner nodes 
E M in Java-Script Object Notation (JSON) format to facilitate a 
lightweight exchange and scalable solution. The miner nodes ex-
ecute mining application AM through a proposed energy-efficient 
consensus scheme. Based on mined transaction list LTU , the EU 
requests are forwarded to 5G-femtocell and micro-cells in the ra-
dio access network (RAN). The base stations in 5G-RAN allocate 
communication frequency with ES-based EU request loads. Now, 
entity E E S checks the EU request and processes a local resolution 
through pre-fetched resources, if possible. Otherwise, the request 
list Reqq is forwarded to entity E E S P that forms a local-auction 
process with E E S based on the bidding pool. The auction scheme 
selects a winner from E E S and serves Reqq based on the maxi-
mum winning threshold W inthreshold . So, if the miner decides the 
bidding amount is greater than the threshold value, the request of 
the respective miner will be granted, and mining resources will be 
allocated to that miner. Final allocation is done through resource 
request to entity EC S that allocates virtual resources through dis-
tributed heterogeneous physical servers.

3.2. Problem formulation

As depicted in Section 3.1, in the proposed scheme MB-MaaS, 
we consider the entity set E as E = {EU , E M , E E S , E E S P , EC S}. EU

consists of n users {U1, U2, . . . , Un}. Every nth user has Wallet W Un

as follows.

W Un = {I DUn , (P Un, P Rn), CUn , TUn } (1)

where I DUn is identity of nth EU , (P Un, P Rn) are the public-
private key pairs, CUn is the available cryptocurrency in wallet 
W Un , and TUn is the timestamp of wallet creation. Every nth user 
Un generates data Dn captured through m sensor nodes Sm =
{S1, S2, . . . , Sm} in IIoT ecosystem through a channel C . The cap-
tured data of nth user Un is mapped to sensor Sm through a 
mapping function M1 : Un → Sm based on identifiers of Un and 
Sm respectively. The collected data {D1, D2, . . . , Dn} of all n users 
mapped with {S1, S2, . . . , Sm}. The uploading latency are subject 
to the following constraints.

C1 :m > n

C2 :ζ (C) > 0
(2)
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Fig. 1. MB-MaaS: The System model.
where ζ (C) denotes the channel bandwidth. The sent data Sm is 
collected through an IoT aggregator A that stores Sm based on key-
value pair mapping M1 : A → Sm and is defined as follows.

A = {D S1 , D S2 , . . . , D Sm } (3)

where D Sm is data generated by sensor node Sm . Here, a mapping 
of key-value pairs on A, between nth EU is done by,

A = {(U1, K D1), (U2, K D2), . . . , (Un, K Dn)} (4)

where Un is nth user and K Dn is the shared key for Dn . The stored 
data is now encrypted through shared key Sk as Sk={Sk1 , Sk2 , . . . ,
Skm }. For any mth data D Sm for sensor node Sm , a light weight key 
exchange Skm is facilitated as follows.

D Sm = E(Skm , Dm) (5)

As it is an IoT environment, the lightweight exchange is done. So, 
the data is shared through JSON format. The encrypted data is not 
sent to miner entity E M {M1, M2, . . . , Mq}, with q < n. E M runs 
a light-weight mining application AM ={AM1 , AM2 , . . . , AMq } at lo-

cal nodes. The miner application for any qth miner is denoted as 
follows.

AMq = {R Mq , P Mq , SMq , LTU } (6)
5

where R Mq , P Mq , and SMq denotes the resource, power and storage 
requirements of qth miner. LTU is the list of unverified transac-
tions for entity EU . R Mq , P Mq , SMq are now subject to following 
constraints.

C3 :R Mq ≥ Rmin

C4 :P Mq ≥ Pmin

C5 :SMq ≥ Smin

(7)

where Rmin , Pmin , and Smin denotes the minimum requirements 
threshold for the resources. So, the system can limit the miner’s 
demand, and the system does not allocate all the resources to the 
specific miner that requests higher resources along with higher bid 
value. To access the mining application AMq , a wallet W Mq is cre-
ated with attributes as follows.

W Mq = {M I Dq, C P , Q led} (8)

where M I Dq is the identity of qth miner, C P is the agreed con-
sensus protocol among E M , and Q led is a public ledger where 
the transactional meta-information of all transactions appended 
to blocks are stored. The mining procedure requires less com-
putational power due to the proposed energy-efficient consensus 
mechanism. Thus, the mining application becomes responsive that 
facilitates transactional storage in blocks through memory con-
strained and mobile devices. The notation here is referred to as 
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MB. In MB, CO services to mobile devices are performed through a 
qth mining server. The request is forwarded to the edge server as 
follows.

Reqq = {W I Dq, M I Dq, Aq, Bq} (9)

where, W I Dq denotes the wallet identity of any qth miner, Aq is 
the requested allocation by qth miner, Bq denotes the bidding price 
for the allocation by qth miner and is subjects to the following 
constraints

C6 : CUq ≥ Bq (10)

3.2.1. 5G-RAN network configuration
Reqq is forwarded through heterogeneous 5G-RAN network. 

To understand the network configuration in a better manner, we 
model the details for a specific femtocell only. The formulation re-
mains same for all femtocells, denoted as {C1, C2, . . . , Cl}. A dense 
femtocell unit is presented, with INACTIVE state options that facili-
tates low-powered transfer and co-channel interference mitigation. 
We consider in any lth femtocell unit, a sniffer Sl with energy 
consumption to be close to 0.4 μW consumption. Sl forms a low-
powered exchange unit with A through mth base station as follows.

P (B Sm) = Pm + P R A + P T A + P (A) − P (Sl) (11)

where P (B Sm) denotes the overall required power for lth femto-
cell unit, Pm denotes the required power by micro base antennas 
(MBS), P R A , and P T A denotes respectively the power computation 
from of transmitting and receiving antennas, P (A) denotes the 
required power for IoT aggregator, and P Sl is the power wasted 
due to small dense cells, and co-channel interference. In such co-
channel operations, the femtocell power can be adjusted through a 
defined coverage range ω as follows.

A(B Sm) = min(Pm + λ − Lm(d) + L(ω), B Smax) (12)

where A(B Sm) denotes the adjusted power, λ denotes the antenna 
gain, Lm(d) denotes the path cell loss at a distance d, L(ω) de-
notes the path loss at coverage radius ω, and B Smax denotes the 
maximum threshold of power adjustment. Based on channel ad-
justment, we consider an interfering base station B ′ for any nth

user Un with station B . To minimize interference, we consider the 
sub-carrier channel �. The signal-to-noise interference ratio (SINR) 
for femtocells is denoted as follows.

S I N RUn,� = P B,γ GUn,B,�

N0δ f + ∑
B ′ P B ′,�GUn,B ′,�

(13)

where P B,γ denotes the transmitting power of Un at B, at sub-
carrier �, GUn,B,� denotes the channel gain for Un in B at �. 
Similarly, for B ′ , P B ′,� and GUn,B ′,� are defined as transmitting 
power of Un an channel gain at co-channel station B ′ , N0 denotes 
the spectral density, and δ f denotes the sub-carrier spacing. Based 
on S I N RUn,� , Un capacity on the sub-carrier � is computed as fol-
lows.

C B,γ = δ f .log(1 + αS I N RUn,�) (14)

where C B,γ depicts the user capacity on �, and α is defined as 
channel exponent. Based on C B,γ , Reqq are forwarded to E E S . E E S

pre-fetches resources from E E S P , to satisfy bulk requests from fem-
tocell users Un .
6

3.2.2. Allocation of requests by E E S

An edge server E E S allocates requests of Un based on the device 
configuration as follows.

E E S = {E P F R , E EC H , EC P S , ET M} (15)

The entity E E S includes 4 modules. Where E P F R denotes the pre-
fetched module that denotes resources that are already offloaded 
at E E S to serve requests by ES only. E EC H is edge computing 
hardware to address EU latency, EC P S is a communication proto-
col suite that provides basic communication standards for a given 
scheme, and ET M is a transaction module where bidding prices 
are set. For any nth user request Reqq , that is processing on and 
forwarded through qth miner, E E S partitions Reqq into two sub-
requests Reqq1 and Reqq2 as follows.

Reqq1 = {M I Dq, Aq}
Reqq2 = {W I Dq, Bq}

(16)

Reqq1 is allocated to E P F R where request allocation Aq is handled 
and Reqq2 is allocated to ET M where auction strategy is proposed 
between E E S and E E S P based on decided winner among E M based 
on Bq . E E S post allocation sends an acknowledgment piggybacked 
to E M as follows.

Repq = {W I Dq, M I Dq, Aq, W inI Dq } (17)

s.t.

C7 : Aq ≤ AE S (18)

where AE S denotes the total available allocation at E EC H , and 
W inI Dq is winner ID of the qth miner. Thus, based on boolean in-
dicator W inI Dq = {0, 1}, it checks whether the allocation is granted 
or revoked for the qth miner. So, W inI Dq denotes that the re-

sources are allocated to qth miner if its value is 0 and revoked 
if its value is 1.

3.2.3. Allocation by an edge service provider E E S P

In case E E S does not have sufficient resources to cater to Reqq , 
the requests are forwarded to E E S P to initiate the process of CO. 
To formulate the same, E E S P have the following entities.

E E S P = {Eresource_manager, Eauction_protocol_module, Eresource_pool}
(19)

The Eresource_manager is resource manager, Eauction_protocol_module is 
auction protocol module and Eresource_pool is resource pool. Two 
lists L1 and L2 are prepared by the E E S before forwarding requests 
to the E E S P as follows,

L1 =((M I D1, A1), (M I D2, A2), . . . , (M I Dz, Az))

L2 =((W I D1, B1), (W I D2, A2), . . . , (W I Dz, Bz), Wtotal)
(20)

where L1 is appended with Wtotal to indicate the total number of 
winners decided by E E S . The need for Wtotal is that to maintain 
the total number of winners in the system. The system predeter-
mines the Wthreshold . So, E E S must have to forward the param-
eter W total, otherwise, E E S P can declare more number of win-
ners than the Wthreshold . L2 is forwarded to Eresource_manager and 
Eauction_protocol_module s.t. following constraints.

C8 : Wtotal < Wthreshold (21)

where Wthreshold is the maximum threshold of winners allo-
cated by L1. For any zth miner, allocation Az is completed by 
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Fig. 2. The interaction handshake among different entities in the scheme.
Eresource_manager and Eauction_protocol_module decides the winning sta-
tus based on the bidding price Bz . E E S P can place the request 
allocation s.t. the following constraints.

C9 : Az < AE S P (22)

where AE S P is total allocation units available with E E S P .

3.2.4. Requesting resources from the EC S

In case Az is greater than AE S P , a request ReqC S is forwarded 
to EC S to grant resources. For the same, EC S places a price Pesp

that includes pricing for resource access. Here, E E S P itself will re-
quest the resources rather than forwarding resources to EC S . So, 
EC S will give the resources to ESP as per the requirement of E E S P . 
Here, E E S P can request any amount of resources irrespective of the 
demands of the miners.

ReqC S = {Aesp ι2} (23)

where Aesp is a constant resource allocation required by E E S P

from EC S , and ι2 denotes the network timestamp. Based on the 
request allocations by EC S a price is levied on E E S P , which is de-
noted as follows.

RepC S = {Aesp, Pesp, t} (24)

where Pesp is the per unit prices based on allocation units to E E S P

and t is the time duration for allocation of services, denoted as 
Aesp . The resource allocation Aesp is stored in Eresource_pool and 
subsequently allocation requests by E E S are handled by E E S P . The 
reply list L3 to E E S is depicted as follows.

L3 = ((D1, P1, W I D1), (D2, P2, W I D2), . . . (Dz, Az, W I Dz ),

Wtotal).
(25)

Based on L3, E E S P generates reply to E E S based on each winner 
will be allocated with requested resources by them. Thus, based 
7

on above discussions, the problem formulation P f of MB-MaaS
scheme is defined as follows.

P f : maxReqq {E M , R Mq , P Mq , SMq } (26)

s.t.

c1 : L(ω) < P B,γ

c2 : W I Nq > Wthreshold

c3 : Reqq < Rd

c4 : LTU > 0

(27)

Constraint c1 dictates that path losses are less than transmitting 
power of Un , that mitigates co-channel interference, c2 specifies 
winner ID of qth miner must be less than maximum threshold of 
winner allocations, c3 specifies request time for resource allocation 
must be less than acceptable delay Rd , to minimize round-trip-
times (RTT), and improve throughput. Finally, c4 indicates simple 
constraint of non-empty unverified transactions in the channel.

Fig. 2 shows the handshake diagram of the given scheme. Total 
of seven entities are present in the system, IoT Nodes, EU , A, E M , 
E E S , E E S P , and EC S . In the first step, m IoT nodes generate the data 
{S1, S2, . . . , Sm}, that data is then sent to the EU and EU gener-
ates the data {D1, D2, . . . , Dm}. Then A aggregates data as per the 
eq. (3). This aggregated data is sent to the E M for further process-
ing. The E M will require the resources from the E E S , so it requests 
the resources by sending Reqq as per eq. (9). If the available re-
sources are not enough to serve all the requests, another two lists 
L1 and L2 are sent to the E E S P as per the eq. (20). Moreover, if 
E E S P is not capable to fulfill the requests, then E E S P requests to 
EC S to provide resources by sending ReqC S . Accordingly, RepC S , L3
(as per eq. (25)), and Repq are generated. These replies are for-
warded to the E M and the demands of miners are served.
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Fig. 3. Multihop CO.
4. MB-MaaS: the proposed scheme

As indicated in section 3.2, miner nodes collect resource re-
quests from Un as AMq and forward the same to E E S through a 
5G-femtocell network. E E S allocates resources, if available, or CO 
the same to E E S P . For the same, an auction pricing mechanism is 
present between E E S and E E S P . The details of the same are now 
presented as follows.

4.1. Multi-hop computational offloading chain for E M

Here, a Layer architecture is proposed for passing the requests 
of miners to E E S . A hop-to-hop forwarding is considered where 
miners act as source and E E S is the destination. Also, the normal 
users in the environment will act as the carrier of the requests 
made by the corresponding miner. Here, E M forms a CO path 
{1, p(q), p(p(q)), . . . , l} to reach E E S . The CO scheme is based on 
the following assumptions.

1. One user node Un can help only one miner E M .
2. ∀Un : Un �= E M i.e. Un cannot participate as miner node.
3. ∀E M : Reqq = δ i.e. Reqq by E M is fixed during connection state.

The following is depicted in Fig. 3. In the proposed multi-hop CO 
scheme, we consider the edge server E E S is located at Layer 0 of 
the offloading chain [5]. Proximity of E M nodes from E E S might 
be different, where some miner nodes are nearer (single-hop) and 
some are far (multi-hop) from E E S . We consider any qth E M not at 
Layer 0, and hence, direct CO is not possible. In such cases, we con-
sider the qth miner at Layer x, denoted as x(q). x(q) sends the CO 
request to immediate user node Ux−1 at Layer x − 1. In such case, 
we consider Ux−1 as parent node of x(q) with the CO request edge 
e, denoted as p(q). In case of disconnection of p(q), or timeouts, 
the node is marked as UNAVILABLE, and the request is forwarded to 
upper layer i.e. Layer x − 2, or p(p(q)). The recursion is continued 
until E M is serviced through E E S . The recursion chain is depicted 
as follows.

P = {p(q), p(p(q)), . . . , l} (28)

where, P denotes the path to reach E E S and l is the chain length.
8

4.2. Auction-based strategy for fair reward pricing of E M

As stated above, any user node Un can service only one miner 
node. Thus, the cost of relaying mining task of user n to its parent 
p(n), denoted as Crel

(n,p(n)) is depicted as follows.

Crel
(n,p(n)) = (sq/v(n,p(n))).wn.pe (29)

where sq denotes the mining task size of qth miner, v(n,p(n)) is the 
transmission rate of CO through Un , and pe is the price per-unit 
of energy to support CO by miner. Any user Un can help a miner 
node E M to offload tasks from E E S , and in return, gets a certain 
share of reward depicted as follows.

Crel
n = Crel

(n,p(n)) − pn (30)

where, pn is forwarding reward of user node n.
A fair incentive policy is presented that addresses the latency 

issues in CO over multiple devices, as nodes nearby of E E S get 
serviced first. Nodes at Layer 1 are serviced first than Layer x, 
and hence miners at Layer 1 gets access to resources first. These 
nodes can start the mining task earlier than miner nodes at Layer 
x. To address the same, we consider a fair incentive policy for 
all miner nodes stationed at different layers by setting different 
bidding amounts {B1, B2, . . . , Bx} layer-wise. We set a bid thresh-
old of Bmin to indicate the minimum service bid for all miners. 
Now, miner nodes that are stationed near E E S have higher prices 
than miners at lower layers. Thus, at Layer x, the bid threshold Bx

depends on computed distance dx from E E S and is depicted as fol-
lows.

Bx ∝ 1/dx (31)

As the distance dx increases w.r.t. E E S the bidding threshold value 
Bx decreases. Similar to the bid threshold, at each layer, we con-
sider the winning threshold of the bidding process, depicted as 
W x

min for any xth layer. As miners close to E E S pay a higher price 
due to less EU latency of CO, this policy also attracts x(q) to partic-
ipate in the mining process. As dx increases, more computational 
resources are required by qth miner, and hence more rewards are 
applicable. The details of the proposed scheme are presented in 
Algorithm 1. For the ALLOCATION sub-procedure, bids B are sorted 
based on W ink

threshold . The same is depicted in Lines 1-30. Lines 
31-43 depicts the request allocation from E E S P based on auction 



P. Bhattacharya, F. Patel, S. Tanwar et al. Journal of Parallel and Distributed Computing 168 (2022) 1–16

Fig. 4. Offered scenarios of CO in MaaS.

Algorithm 1 Auction-based strategy for fair reward pricing of min-
ers.
Input: Number of layer x, Threshold amount of every layer B1_to_x

min , threshold value 
of winners at each layer W in1_to_k

threshold , Number of miners q for x layers, Wallet W U
of each miner.
Output: W inI D of each miner.

1: procedure ALLOCATION_E E S (x)
2: for k ←1 to x do
3: for i ←1 to q do
4: Sort bids B in descending order;
5: end for
6: end for
7: for k ←1 to x do
8: W ink

total ← 0;
9: for i ←1 to q do

10: if (W ink
total ≤ W ink

threshold ) then
11: if (Bi ≤ CUi ) then
12: if (Bi ≥ Bk

min) then
13: if (Ai ≤ AE S ) then
14: W inI Di ← 0; AE S ← AE S − Ai ;
15: CUi ← CUi − Bi ; W ink

total ← W ink
total + 1;

16: else
17: z = q − (i − 1);
18: Call procedure ALLOCATION_ E E S P (z,W ink

total );
19: end if
20: else
21: W inI Di ← 0;
22: end if
23: else
24: invalid bidding;
25: end if
26: end if
27: return W inI Di .
28: end for
29: end for
30: end procedure
31: procedure ALLOCATION_ E E S P (z,W ink

total )
32: for j ←1 to z do
33: if (W ink

total ≤ W ink
threshold ) then

34: if (A j ≤ AE S P ) then
35: W inI Di ← 0; AE S P ← AE S P − A j ;
36: CU j ← CU j − B j ; W ink

total ← W ink
total + 1;

37: else
38: j ← j − 1;
39: Call procedure REQUEST_EC S (Aesp );
40: end if
41: end if
42: end for
43: end procedure
44: procedure REQUEST_EC S (Aesp )
45: AC S ← AC S − Aesp ;
46: return Aesp .
47: end procedure

A j . Finally, sub-procedure REQUEST allocates the request to miner 
nodes that are offloaded from E E S P . The time-complexity of Al-
gorithm 1 is O (x.qlogq) due to comparative bid sort, and space 
complexity is O (xq + z). Constraint c1 is satisfied path loss L(ω) is 
minimized due to local edge service in cell C from E E S . Constraint 
c2 is satisfied as winner ID of qth miner is less than the bidding 
threshold.

4.3. Mining-as-a-Service (MaaS) for mobile blockchain in IoT elements

To support multi-hop CO from E E S P , we consider 5G-femtocells, 
with E E S deployed in each cell C that acts as nearest edge-
resource, that facilitates the expensive mining operations [13]. To 
support the same, we consider block mining applications offload 
tasks from nearby devices. Consider an offloaded task T from 
nearby device set Dn . Dn consists of set of nearby nodes, de-
picted as {N1, N2, . . . , Nl} to support parallel mining operations. To 
exploit the same, T is divided into smaller tasks {T1, T2 . . . , Tl}, 
which are then mapped to Dn . A mapping function MT

D : Tl ← Nl
is formed. However, with more devices, parallel requests needs to 
be addressed, that increases the EU latency.

Thus, to address overhead issues, one E E S is issued in each cell 
C and device Dn can offload T by sending a request to E E S . Fig. 4
presents the different CO scenarios. In the first scenario, a single 
E E S is placed in cell C to address miner node requests. This ap-
proach has overhead and scalability drawbacks. As the number of 
users increases, then the capacity of E E S , the E E S can fail to serve 
all the requests. In the second scenario, a nearby edge device Dn

is selected instead of E E S to address mining requests. This solves 
the issues of E E S overhead, but as Dn is resource-constrained, 
not all requests can be serviced. As well as, if the number of re-
quests increases in the cell, more requests overhead get generated. 
In third scenario, sub-edge-servers E E S1 and E E S2 are placed in 
cell C1 and C2 respectively. So, if E E S fails to serve all the re-
quests of its cell, it can offload those requests to nearby ES E E S1

and E E S2. So, in case of dense users, sub edge-servers are serviced 
through main E E S . Based on framed scenarios of CO for E M , we 
now present the MaaS scheme. The details are presented in Fig. 5. 
We consider S micro-cell units within a cell structure. Each cell is 
serviced through deployed E E S . We consider α miners present in 
S micro-cells, with AM = {M1, M2, . . . , Mα}. To offload tasks, every 

E E S present in S has resource allocation from E E S . The allocation 
9
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Fig. 5. Mining-as-a-Service (MaaS) for mobile blockchain in IoT elements.

Algorithm 2 Mining-as-a-Service (MaaS) for mobile blockchain in 
IoT elements.
Input: Number of small cells S , IoT nodes m, User nodes n, Miner nodes α.
Output: Resulting hash of miner node EM .

1: procedure MaaS( S, m, n, α )
2: for i ← 1 to m do
3: for j ← 1 to n do
4: if (i ∈ U j ) then
5: Dsi ← E(Ski , Di);
6: Send Dsi to IoT aggregator A;
7: D j ← D j + Dsi ;
8: else
9: Data does not belong to any user;

10: end if
11: end for
12: end for
13: for ( j ← 1 to n) do
14: Send D j to U j .
15: for (k ← 1 to α) do
16: if k == j then
17: Send D j to Mining application AMk ;
18: else
19: User is not participated as miner;
20: end if
21: end for
22: end for
23: for (γ ← 1 to α) do
24: sum= sum + RMγ

25: end for
26: if (sum > AE S ) then
27: result = sum − AE S ;
28: for (k ← 1 to S) do
29: request kth Edge server to know the allocation left;
30: end for
31: According to left allocation divide the result into small tasks s;
32: for (k ← 1 to S) do
33: Allocate sk ;
34: end for
35: else
36: for (γ ← 1 to α) do
37: if (RMγ < Rmin) then
38: Request E E S for AE Sγ ;
39: RMγ ← RMγ + AE Sγ ;
40: Perform LPoP with RMγ ;
41: Return hash H(B).
42: end if
43: end for
44: end if
45: end procedure

is denoted as AE S . Thus, the total requested allocation can exceed 
the available allocation, depicted as follows.

α∑

γ =1

Aγ > AE S (32)

In such cases, E E S offloads the pending tasks to neighboring micro-
cells. For the same, E E S sends a request R to other micro-cells for 
available allocation post allocation to miners in that current cell. 
The remaining allocation units from AE S are equally divided into 
remaining micro-cells to balance loads and requests. The details of 
the proposed algorithm are now presented in Algorithm 2. In the 
algorithm, lines 1-12 presents the condition where Dsi forwards 
sensor data to A to perform mining operations by application Ak . 
The mining process is depicted in lines 13-22. In case resources 
are not available at Ak , MaaS is invoked by sending a request to kth

E E S . The same is depicted in lines 23-45. The mining application 
facilitates m sensor nodes for n users. Thus, time complexity of 
Algorithm 2 is O (nm). As the allocation requests are placed as a 
queue, the space complexity is (α.D j). Constraint c3 is satisfied 
as mining application AMk allocates cumulative AE S through small 
task sets s that minimizes latency Rd at qth miner node.

4.4. Lightweight Proof-of-Proximity: a light-weight and scalable 
solution for constrained IoT nodes

In this section, we present the details of the Lightweight Proof-
of-Proximity (LPoP) scheme, which is based on the basic delegated 
PoP consensus protocol [16]. In PoP consensus, a neighbor discov-
ery mechanism is executed during data transmission. The node 
selection is based on a standard voting-based consensus scheme, in 
which a voting node is selected based on the node distance from 
the transaction event. However, this does not assure fairness too 
far away nodes, as there is a low probability of such nodes being 
elected. Thus, we modify the PoP consensus with a fair incentive 
policy for the far-away nodes, which is not addressed in previous 
approaches. The modified consensus is renamed lightweight PoP 

(LPoP).
10
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Algorithm 3 LPoP: Energy-efficient mining in MB-MaaS.
Input: Sequence of input transactions {T1, T2, . . . , Tn}
Output: Count C of valid v and invalid iv transactions.
Initialization: v=0, iv=0.

1: procedure Verify_Tx(T)
2: for (i ← 1 to P N-1) do
3: if (Un==N N) then
4: if (iv ≥ v) then
5: R ← Request_Server(G, P N, B);
6: verify T in ledger;
7: if (T == v) then
8: v ← v+1;
9: else

10: iv ← iv+1;
11: end if
12: else
13: v ← v+1;
14: end if
15: else
16: i ← Verify_Ledger(T )
17: if (T == v) then;
18: v ← v+1;
19: else
20: iv ← iv+1;
21: end if
22: end if
23: end for
24: return v, iv .
25: end procedure

LPoP assumes that miner nodes are allocated AE S from near-
est E E S in the micro-cell unit. We assume a multi-hop offloading 
scheme, where the nodes at the first layer are serviced before the 
next layer, and subsequently, the general layer x. However, since 
Layer 1 nodes are stationed near E E S , they would get the resource 
first and thus are applicable to start the mining process. This pro-
cess is similar to PoP, where the voted node is closer to the edge 
node. However, to address the fair incentive policy, we present an 
auction-based mechanism, that introduces a bid threshold value Bx
for any Layer x.

The details of the consensus scheme are presented in Fig. 6. We 
assume each sensor device Sm is associated with a user node Un
in cell C . The block validation process Vb is carried out by Un , in-
stead of Sm , as IoT devices are constrained by power and storage 
requirements. The data is delivered to Un through IoT aggregator 
A, which converts and serializes the data in concise binary ob-
ject representation (CBOR), or JSON format, increasing transaction 
throughput with less computational and storage overheads. To ad-
dress huge influx of data at Un , LPoP forms group validations.

To exploit the same, we consider a group G of user nodes Un , 
with a chosen proposer node (P N) in the proximity of G. P N con-
nects to Sm to gather data D Sm from the mth sensor node. Nodes 
in a common group G form a cycle with a start as P N . Along 
with P N , two other nodes are present- normal user nodes (N N) 
and ledger copy node (LN). N N serves required resource alloca-
tions to miner nodes, and LN keeps track of validated transactions 
in a cycle.

However, the LPoP scheme still requires a MaaS scheme, sim-
ilar to PoW, as the data sharing has become lightweight, but the 
agreement process requires the voting round. The scheme focuses 
on making the data transmission lightweight, but the consensus’s 
general agreement and voting process still require resources from 
E S . A MaaS scheme resolves the limitations of heavy computa-
tional requirements of miners during the auction and the voting 
process. Once the auction is complete, the data should be trans-
mitted to the other nodes at low latency. Thus, the security of 
the consensus remains intact, and data exchange becomes respon-
sive as the propagation is in the form of CBOR or JSON, which 
reduces the transmission overheads of the system. Also, when ev-
ery node maintains a copy of the ledger, storage constraints can 
arise in MB. So, this scheme is lightweight in the form of storage 
because the ledger’s replica is not maintained by every node in 
11
Fig. 6. LPoP: Lightweight Proof-of-Proximity for energy-efficient mining in MB-MaaS.

the system but by some specific nodes. This replica is kept by only 
ledger nodes LN and edge server E S . Even nodes are placed as LN
except the starting P N node, and an odd number of nodes will 
be N N . The server of the cell also maintains a copy of the ledger. 
P N propagates appended transactions {T1, T2, . . . , Tm} in group G, 
with counts as valid or invalid, based on consensus state in group 
G. For each node, the count values are incremented, with final 
consensus based on majority of count results. The result is then 
propagated to LN to propagate block formations in B . Algorithm 3
presents the details of the proposed scheme. As we consider m
sensor nodes associated with nth user, the time-complexity of Al-
gorithm 3 is O(m.P N). To present the group cycle, a circular queue 
Q is considered, and hence, space complexity is O(P N). Constraint 
c4 is satisfied as transactions are validated in block groups G, and 
count of v and iv are updated in real-time. Hence, no unverified 
transactions LTU are present in channel state C S .

5. Performance evaluation of MB-MaaS

In this section, we evaluate the performance of MB-MaaS auc-
tion and CO against traditional schemes based on request-serving 
time [15], [20], and D2D approach [21]. Based on offloaded re-
quests from E E S , network parameters- latency [2], D2D-caching 
time [21], [18], and energy-dissipation in consensus formation 
[29], in which we compare our proposed LPoP against other 
lightweight consensus scheme like Proof-of-Elapsed Time, and 
Lightweight Proof-of-Stake, based on selected parameters.
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Fig. 7. MB-MaaS: Bid-Thresholds and CO of Requests against traditional approaches.
Table 3
Simulation parameters.

Parameters Value

Area of cell 300 m x 300 m
Number of miner nodes 12
Number of user nodes 40
Distribution of miner nodes uniform, 3 at each layer
Distribution of user nodes uniform, 10 at each layer
Number of layers in cell 4
Distance between two layers 50 m
Distance between layer 0 (E E S ) and layer 1 50 m
Fixed resource demand of each miner 40
Available allocation AE S at E E S 120
Available allocation AE S P at E E S P 120
Allocation AC S cloud EC S can provide 160
Minimum price E E S charge to serve request 0.0085 ETH

5.1. Experimental setup

In MB-MaaS, we recorded different temperature, motion, and 
touch sensor readings through Raspberry PI 3 through wireless 
connectivity. The recorded readings are serialized in JSON format 
over cell area 300 m x 300 m for node distributions. 52 nodes 
are distributed in the network, where 40 nodes are normal mo-
bile nodes and 12 are miner nodes. Miner nodes are installed with 
MB client application and connected to E E S deploying ethereum 
blockchain platform [32]. To plot the simulation results, we use 
Octave v4.4.1 and Matlab v9.3. The details of the simulation param-
eters are presented in Table 3. Here, the area of our experiment 
is 300 m x 300 m. Therefore, the selection of simulation values 
are made based on the constrained area. Moreover, most of the 
values are kept static to reduce the complexity of the result. For 
example, the resource capacity of E E S , E E S P and EC S is decided 
to bypass the fractional resource blocks. However, the given algo-
rithms can also handle the fractional capacity. The same reason 
applies to the number of miner nodes at each layer. As the user 
nodes are used to make the paths, the value of the user nodes can 
be changed per layer, considering assumptions that are mentioned 
in sub-section 4.1. Here, the minimum required users must be 9 in 
layer 1 (based on assumption 1). To avoid the case of a node fail-
ure, we kept it 10. The value of the threshold price is decided as 
0.0085 ETH by considering the current value of Ethers. This value 
can be dynamic and can be decided by the ESP.

5.2. Simulation results

This subsection presents the simulation results based on con-
sidered simulation parameters. In addition, we consider auction-
based results for bid thresholds to justify the fair incentive alloca-
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tion and the effectiveness of MaaS and the LPoP consensus scheme. 
The details are presented as follows.

5.2.1. Auction-based strategy and CO requests to E M

To simulate the same, we consider E E S P runs the local ethereum 
blockchain to serve pending requests. We assume a permissioned 
BC approach, where the nodes are authenticated to participate in 
the auction process. E E S P is also connected to cloud servers to re-
quest resources and maintain a resource pool. Fig. 7 depicts the 
results. For fair bid threshold, we consider a 4-hop layered net-
work, with a minimum threshold at each layer as B1_to_4

min . Fig. 7a 
depicts the same. For xth layer, we consider Bx

min = c.(1/dx), where 
c is constant value. We plot for different values of c, with a 
minimum incentive charged at 0.0085 ETH for E M . The fair bid 
threshold can be calculated at c = 2. As evident as the distance of 
E E S from x increases, the price decreases to allow a fair incentive 
policy for qth far-away miner.

Next, we formulate the number of requests served by miner E M

node, denoted as Request serving ratio (RSR). The following is de-
picted in Fig. 7b. As per the simulation parameters, the resource 
demand for each miner is 40. In other systems, these demands 
can be served by edge servers only. So, according to the capacity 
of E E S , which is 120, it can serve only 3 requests (40 ∗ 3). So, the 
graph becomes steady after 3 requests. Whereas, in the MB-Maas 
scheme, 3 requests will be served by E E S . In addition, the capac-
ity of E E S P is also 120, making the total served requests equal to 
6. Moreover, the capacity of EC S is 140, which can serve 4 more 
requests, resulting in a total of 10 requests served by the system. 
So, as a result, traditional systems can serve only 3 requests, while 
MB-Maas serves a total of 10 requests. As evident, from a total of 
12 requests, 10 requests will be served in MB-MaaS due to multi-
hop CO. The computed R S R is 0.83, as compared to traditional 
schemes [20], [15], with R S R of 0.25. This is because requests are 
pre-fetched and stored at E E S , which minimizes the service re-
sponse time.

Fig. 7c shows the number of parallel requests required to sup-
port CO. as evident, at 200 resources, the number of generated 
requests is 5.43, compared to 20.12 in the proposed scheme.

5.2.2. Efficiency of MaaS and energy-efficient consensus mechanism 
LPoP

We consider an edge device Dn with α miners present in 5G-
microcell units. To simulate the same, we assume each E E S are 
serving requests from two different cells E M of own cell. The fol-
lowing is depicted in Fig. 8. For Fig. 8a, the mining latency is 
measured against processed blocks by E M . At n = 812 blocks, the 
latency is close to 61.2 milliseconds (ms) in MB-MaaS, compared 
to 77.4 ms in traditional scheme (Liu et al. [21]), which shows a 
significant improvement of 26.47% in the proposed work. This is 
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Fig. 8. MB-MaaS: Efficiency of MaaS and low-powered consensus LPoP against traditional schemes.

Fig. 9. MB-MaaS: Analysis of LPoP consensus in terms of lightweight transactional exchange.
due to the fact that E E S service a smaller cell area, and divides T
into sub-tasks, hence mining latency is improved.

Fig. 8b now presents the D2D-caching time at E E S , while re-
questing resources from E E S P . We assume that to demand of 1 
miner node requires caching from 4 user nodes and 2 requests 
from server. At 15 requests, the D2D caching time is 784.34 ms, 
compared to 1195.14 ms in Liu et al. [21], and 912.32 ms in Li et 
al. [18], This is due to the fact that in each cell, a sub edge-node 
E E S1 is present in each cell C , that fetches data from main E E S in 
close vicinity of itself.

In the proposed LPoP scheme, the data exchange is through con-
cise representation protocols like CBOR or JSON, and user nodes 
are differentiated as normal and ledger nodes, where normal nodes 
provide the required resource allocation to ledger nodes. In such 
cases, mining power is not externally derived from other nodes. 
The dissipation is governed by the following equation Dc = γ ×
e−pt , where Dc is the dissipation constant, and γ is the external 
power requirement, and p denotes the mining power consumption, 
and t denotes the time window. Based on Dc , Ed = Dc × e−αt is 
the dissipated energy in time t . Thus, the value of γ decreases and 
DC values are lower. Experimentally, the value of Dc is computed 
to be 3.95 for PoS, 2.43 for LPoS, and 0.91 for standard Proof-of-
Proximity (PoP) consensus. The modified Lightweight PoP Dc value 
of 0.89, and thus the energy requirements are significantly lower. 
Moreover, P N groups validation requests Vb and aggregates the 
sensor data, verified by LN , with a simple count scheme.

Fig. 8c depicts the energy dissipation of proposed LPoP. As ev-
ident, at 20 hops, the dissipated energy is close to 0.37 kJ com-
pared to other consensus schemes. We considered a mining win-
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dow of the fixed time interval of 360 seconds and computed the 
required power to simulate the same. Now the energy dissipation 
is measured as the product of power and time.

5.3. Analysis of LPoP consensus in terms of lightweight transactional 
exchange

In this subsection, we formulate the efficacy of LPoP scheme 
for lightweight transfer of data. We evaluate the performance in 
terms of the parsing time of data. We compare the data transfer, 
the node throughput, and the scheme’s performance in the event 
of collusive bidders, where the overall trust of the consensus is 
validated. The details are presented as follows.

Fig. 9a depicts the improvement in parsing time in data ex-
change through JSON format. We compare our data exchange 
against XML format, which takes a high parsing time. FOr 50 block 
requests, our scheme has a parsing time of 0.87 ms, compared to 
1.56 ms. Please note that we have considered the scenario where 
normal nodes provide the resource allocation to miner nodes to 
derive the parsing time. On average, an improvement of ≈ 31.45% 
is achieved. The reason is that JSON serially processes the data 
and can be manipulated with the eval() method. In the case of 
compressed and serialized JSON through CBOR, the parsing time is 
further reduced by 7.89%. Thus, in our scheme, we make the data 
transfer lightweight, which also improves the energy efficiency of 
the LPoP consensus, as depicted in Fig. 8c. Moreover, XML is prone 
to attacks when the document definitions are validated, and JSON 
transfer is highly secure. In such case, cross-site request forgery 
(CSRF) attacks are mitigated.
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Table 4
Experimental results of LPoP.

Node Condition Result from server Result by node

NN(1)(faulty) valid=invalid valid valid=0, invalid=1
LN(2) NA NA valid=1, invalid=1
NN(3) valid<invalid valid valid=2, invalid=1
LN(4)(faulty) NA NA valid=2, invalid=2
NN(5) valid=invalid valid valid=3, invalid=2
LN(6) NA NA valid=4, invalid=2
NN(7) valid>invalid NA valid=5, invalid=2
LN(8) NA NA valid=6, invalid=2
NN(9)(faulty) valid>invalid NA valid=6, invalid=3

Fig. 9b presents the throughput analysis of the appended trans-
actions. In the delegated PoP scheme [16], the consensus voting 
selection is based on the distance of the mining node from the 
resource event, and thus for far-away nodes, the transactional in-
centives are lower. Due to the fair incentive policy of LPoP, we 
assume that miner nodes are allocated AE S from the nearest E E S

in the micro-cell unit. An auction mechanism breaks the serial vot-
ing process of the node, which is close to E E S , and thus all the 
miner nodes are motivated to participate in the consensus for-
mation. In this way, the consensus also breaks the monopoly of 
certain nodes to participate in the election, which could lead to a 
collusion attack. As evident, at 300 transactions, the scheme has a 
high throughput of 1338.857373 kbps against 383.9344646 kbps, 
as only selective nodes participate in the mining process.

Fig. 9c presents the trust probability as depicted in Mazzei et al.
[24]. We assume the LPoP setup in a permissioned BC, where the 
nodes are authorized to view the transactional data. We compare 
the trust probability, which is presented as follows.

T p = Vt/Tt (33)

where T p denotes the trust probability, Vt denotes the valid trans-
action proposed by node x, and Tt denotes the overall number 
of transactions proposed by x. In case the proposed transaction 
is invalid, T p decreases, and thus nodes with more valid transac-
tion proposals are more trusted. In such cases, the miners who are 
compromised would have a lower T p value. Specifically, we have 
set a low threshold of T p = 0.3 to increase compromised miners 
in the system randomly. In a public chain, there are high chances 
of collusion as more than 50% of miners in the network generate 
more hash power from the same community, which reduces the 
trust and invalidates the newly added block. It allows malicious 
entities to grow the side-way chain. The network will accept the 
longest growing chain, so a private chain that uses the LPoP con-
sensus mechanism will refrain our network from intruders.

Table 4 presents the result received from E E S for random use 
nodes Ur . To formulate the same, a total of 10 nodes are selected, 
with a node elected as P N . In G, we elect 5 N N nodes and 4 LN
nodes. Each N N node sends a request to E E S that also maintains a 
copy of the public ledger. Through LPoP, the consensus is achieved 
based on the majority principle by considering 2 N N and 1 LN
faulty, as evident from the table. As nodes are added as faulty and 
non-faulty, the count of valid and invalid bits is incremented, as 
proposed in Algorithm 3. The successful valid transactions are ap-
pended to the chain in a final iteration.

6. Limitations of the proposed work and future scope

In this section, we present the technical limitations of the pro-
posed work and the future scope of the work. The purpose of 
presenting the section is to motivate the researchers toward po-
tential future studies that can be carried out in a similar domain. 
The limitations are presented as follows.
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• Security Limitation- In the proposed scheme, we consider that 
Mining-as-a-Service (MaaS) is supported via the multihop CO 
from E E S P , where E E S serves as the edge server to satisfy 
the request. The nodes {N1, N2, . . . , Nl} offload their respective 
tasks to E E S . The computational offloading chain is considered 
for fair incentive allocation. However, in case any link on the 
path P from Layer 1 to Layer (x-1) is broken, then a real-time 
coordinated path setup is required to establish the connectiv-
ity back to E E S . During the time of disconnection, any mali-
cious intruder might form a replay attack where it can present 
a path with a lower cost to reach E E S . In such cases, the nodes 
consider that triggered updates modify their path accordingly, 
leading to potential grey-hole selective attack conditions. The 
nodes would delete the previous paths and add the path given 
by the adversary, and thus, the adversary might selectively ac-
cess the resources through the compromised nodes. A way to 
prevent such an attack is to record every possible path from 
Layer 1 to Layer x. However, such a case would require the 
nodes to possibly download the entire topology states, which 
would increase the complexity of the scheme. Thus, as part of 
the future scope, an optimization and trade-off are required 
between active path setup versus predefined path selections 
to minimize costs.

• Block size and Response Time- In the proposed scheme, the scala-
bility of the BC node would depend on the block size. If many 
transactions are added to the network, the proposed scheme 
becomes time-intensive to execute the transaction sets. How-
ever, miners are leveraged with computational resources, but 
we consider MB with limited storage and power. In such cases, 
many transactions might have to wait in a long queue for val-
idation during peak transfers. A possible solution is to store 
the transactions in decentralized file systems, like interplan-
etary file systems (IPFS), and only store the content hash in 
the main MB. As the length of the content hash would be 
32 bytes, more transactions are appended to the same block 
length, which improves the system’s response time.

• Collusive bidding- The scheme MB-MaaS presents an auction-
based strategy for fair reward pricing for E M that depends on 
the amount of mining task allocated to qth miner node. As 
nodes in Layer 1 are closer to E E S , there is more probability 
for E M at Layer 1 to mine the block. However, the proposed in-
centive for E M at Layer 1 is less and would increase with each 
miner at lower layers, but the miners at the last layer x might 
hardly get a chance for mining the blocks. In such cases, the 
miner at Layer x might collude with the miner at layer Layer 
1 to share his incentives if given a chance to mine the blocks. 
In such cases, the miners p and q, respectively at Layer 1, and 
Layer x, might form a collusive bidding to allow miner at Layer 
x win the election every time. Thus, as rewards are higher 
with increased distance dx , the shared profits would be higher. 
Shyamsukha et al. [25] proposed a fair block scheme, PoRF, 
that addresses the issue by addition of a reputation score Rm

with every miner Em who takes part in the bidding process. 
The score Rm should increase only if the miner has proposed 
a fair block proposal and should be penalized (or decreased) 
for incorrect block proposals. However, the proposed scheme 
considers a sharded BC that can be costumed or tailor-made 
with selective chains. Thus, a generic scheme that can be inte-
grated with sharding with fair incentives and block proposals 
is an open issue.

• Interference management of 5G femtocell design- In the scheme, 
in the 5G-RAN network, we consider dense femtocell units and 
present the analysis of power for mth BS over a defined cov-
erage range. However, in femtocell design, a crucial problem 
is interference management. Researchers have proposed solu-
tions that focus on increasing the power of base cell units, 
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but in such cases, the setup and maintenance expense also 
increases [11]. Thus, in such cases, several possible solutions 
have focused on spectrum management and clustering femto-
cells with fractional frequency reuse. However, a possible di-
rection is to form a joint channel allocation and power-aware 
cognitive non-orthogonal multiple access (NOMA) strategy for 
femtocells that maximizes the overall sum rate of nodes in 
the femtocell [3]. In such cases, choosing an effective pairing 
of strong and weak users in femtocell units to observe signif-
icant channel gain is a challenge. Thus, an effective choice of 
algorithms that can satisfy the pairing request of strong and 
weak users to maximize the sum rate is a potential future 
scope.

7. Conclusion

IIoT ecosystems are resource-constrained but require resilient 
and trusted computing infrastructures. Recently, 5G-enabled MEC 
has shown tremendous potential in IIoT due to flexible network-
ing services that can be customized depending on application re-
quirements. However, low-powered MB is applicable to secure the 
data exchange among sensors and induce trust in such an ecosys-
tem. The proposed scheme, MB-MaaS, demonstrated the poten-
tial of the integration of MB and 5G-MEC and proposed MaaS to 
facilitate expensive mining operations in energy-constrained IIoT 
setups. Via fair incentive policy for miners, based on a layered 
multihop CO algorithm, a responsive edge-caching D2D policy is 
formulated for local resource allocations in a femtocellular infras-
tructure. Through femtocells, EN presents real-time MaaS to miners 
in case of high CO latency from distant EN. Thus, mining and EU 
latency are significantly reduced, increasing transaction through-
put. Once mining resources are allocated, the scheme uses our 
proposed energy-efficient consensus mechanism LPoP that forms 
a cyclic group block validation through PN. The simulation results 
demonstrated that the proposed scheme outperforms other com-
peting approaches.

Future research includes extending the scheme to include re-
silience to a broader range of attacks and to prove the enhanced 
security formally.
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